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ZigzagNetVis: Suggesting temporal resolutions
for graph visualization using zigzag persistence

Raphaël Tinarrage, Jean R. Ponciano, Claudio D. G. Linhares, Agma J. M. Traina, and Jorge Poco

Abstract—Temporal graphs are commonly used to represent complex systems and track the evolution of their constituents over time.
Visualizing these graphs is crucial as it allows one to quickly identify anomalies, trends, patterns, and other properties that facilitate better
decision-making. In this context, selecting an appropriate temporal resolution is essential for constructing and visually analyzing the
layout. The choice of resolution is particularly important, especially when dealing with temporally sparse graphs. In such cases, changing
the temporal resolution by grouping events (i.e., edges) from consecutive timestamps — a technique known as timeslicing — can aid in
the analysis and reveal patterns that might not be discernible otherwise. However, selecting an appropriate temporal resolution is a
challenging task. In this paper, we propose ZigzagNetVis, a methodology that suggests temporal resolutions potentially relevant for
analyzing a given graph, i.e., resolutions that lead to substantial topological changes in the graph structure. ZigzagNetVis achieves this by
leveraging zigzag persistent homology, a well-established technique from Topological Data Analysis (TDA). To improve visual graph
analysis, ZigzagNetVis incorporates the colored barcode, a novel timeline-based visualization inspired by persistence barcodes
commonly used in TDA. We also contribute with a web-based system prototype that implements suggestion methodology and
visualization tools. Finally, we demonstrate the usefulness and effectiveness of ZigzagNetVis through a usage scenario, a user study with
27 participants, and a detailed quantitative evaluation.

Index Terms—temporal graphs, timeslicing, graph visualization, temporal resolution, persistent homology, persistence barcode
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1 INTRODUCTION

T EMPORAL graphs (or temporal networks) constitute a powerful
framework for modeling dynamic and complex systems from

a variety of domains, including computer science, social sciences,
and biology [26]. The visual representation of temporal graph
data provides an intuitive and interactive way to explore complex
relationships and dynamic changes over time. By using appropriate
visualization techniques, researchers and practitioners are able
to gain insights concerning the temporal evolution of the graph
structure, to identify trends and anomalies, and detect important
events that impact the system being studied.

Many studies have proposed graph drawing methods and
visualizations to enhance the analysis of real-world temporal graphs.
Examples include animated and timeline-based visualizations [5]
(e.g., animated node-link diagrams and Massive Sequence View
layout [61]), optimization of node positioning [35], [57], edge data
sampling [70], summarization of visual representations [56], [69].

Another important type of strategy concerns graph timeslicing,
i.e., the choice of a timeslice length that defines the temporal
granularity at which the graph will be studied (e.g., daily or weekly).
In this context, although non-uniform timeslicing methods have
been proposed in recent years [3], [47], [65], the most adopted
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strategy is uniform timeslicing, where timeslices of equal length
represent the graph over time [25], [34], [35], [53], [63], [68], [70].

Once the timeslice length has been chosen, one divides the time
interval into windows, and builds in each of them a graph, called a
snapshot, enabling the use of standard graph analysis techniques. In
this paper, in order to present a more general point of view, we will
use the term temporal resolution, which corresponds to timeslice
length, but expressed in terms of the graph’s initial resolution rather
than an arbitrary unit of time (both quantities are proportional).

Different temporal resolutions reveal different patterns, making
the choice of resolution crucial for effective analysis. This is
particularly relevant when dealing with temporally sparse graphs;
in this case, global pattern identification might not be easy (or even
possible) with too-fine resolutions due to the elevated number of
timestamps. However, choosing a suitable temporal resolution is
not a trivial task. In most cases, it requires exploratory analyses
leading to empirical choices or input from a domain expert with
prior knowledge of suitable resolutions.

To date, a handful of studies have tackled the problem
of automatic resolution selection. Some are based on features
computed on each snapshot (e.g., mean degree or clustering coeffi-
cient) and between consecutive snapshots (e.g., Jaccard similarity
between nodes or edges); optimal resolutions are then obtained via
maximization or peak detection [28], [55]. However, by considering
only the consecutive snapshots, these strategies miss information
regarding the graph’s global behavior. Incorporating larger-scale
dynamics has been explored, notably by finding the largest intervals
over which features “persist”, through minimization of a trade-off
information/variance [17], [21], [44], [55], [58], [59]. However,
these methods require additional hyperparameters or only study
snapshots through specific features, thereby losing the structural
information of the underlying graphs.

In order to study a temporal graph as a whole, and not frag-
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mented into isolated snapshots, we will use tools from Topological
Data Analysis (TDA), and more particularly persistent homology
(PH) and zigzag persistent homology (zigzag PH). This theory,
which aims to capture relevant topological and geometric features
from datasets, has already been applied to a wide range of problems
concerning the analysis and visualization of graphs [2]. Although
its application to dynamic graphs is still in its early stages, a
common methodology is emerging: gathering the snapshots into
a zigzag module, and analyze its persistence barcode [22], [30],
[31], [41], [42]. We emphasize that, in this context, one of the main
benefits of employing zigzag PH instead of ordinary PH is that
the former allows tracking the appearance, disappearance, merge,
and split of connected components, while the latter only allows
appearance and merge. To the best of our knowledge, no study has
applied PH to the problem of temporal resolution selection.

Our contributions. This paper introduces ZigzagNetVis, a method-
ology that employs zigzag PH to suggest potentially relevant tem-
poral resolutions for visualizing temporal graphs. These resolutions
are identified based on the degree of topological change they induce.
As we will discuss throughout the article, leveraging ideas from
TDA yields new valuable insights for this problem.

First of all, the structure of zigzag module, by including not only
pointwise information (snapshots) but also dynamic information
(their relationship), allows one to study a temporal graph as a whole.
We propose a topological interpretation of the effect of changing
resolution, classified as timestamps shift or structural change.

Second, compared to certain features used in the literature, PH
can be clearly interpreted and visualized through the persistence
barcodes, a structure that, in the same vein as a tracking graph,
captures the dynamics of a temporal graph. An important feature
of the barcodes is that we can compare them via the bottleneck
distance. Based on this idea, we devise an explainability pipeline
that spots the most important differences between resolutions.

In addition, to enhance the visual analysis, ZigzagNetVis
incorporates a novel timeline-based visualization inspired by the
persistence barcodes. It was specifically designed to enhance the
analysis of connected components’ structure and evolution.

Last, we address an important related issue: the question of
selecting an “optimal” resolution is ill-posed. Indeed, different
resolutions may be relevant for uncovering different patterns.
Furthermore, no reference benchmark is available. We contribute
to this problem by bringing together various results scattered in the
literature, and by comparing our approach with other traditional
methods through an empirical study of two real-world datasets.

In summary, our main contributions are: (i) A layout-agnostic
method that leverages zigzag PH to suggest potentially relevant
temporal resolutions for graph visualization; (ii) An explainability
method for identifying the major topological differences caused by
two different resolutions; (iii) A timeline layout inspired by the
barcodes from TDA and which depicts the evolutionary behavior
of the graph’s connected components; (iv) The prototype of a web-
based system with interactive linked views to assist in the graph
analysis; (v) Evaluation using a usage scenario, a user study (27
participants), and a quantitative comparison with existing features.

2 BACKGROUND AND RELATED WORK

2.1 Temporal graphs and timeslicing

Timeslicing. Let N be an integer representing the maximal time
value. A temporal graph is a graph G and a collection of pairs
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Fig. 1. A temporal graph of initial resolution 1 (first row) and its partition
and sliding-window timeslicing at resolution r = 2 (second and third rows).

(e, t), where e is an edge of G and t is an integer in [0,N]. In
practice, e represents an interaction between its nodes, occurring
at time t. This formalism underpins many models of dynamic
phenomena, ranging from communication networks to biological
mechanisms [26]. The value r0 = 1 is called the initial resolution
and the integers t ∈ [0,N] are referred to as the initial timestamps.
As in [36], the initial resolution represents the time interval in
which the graph data was originally recorded, e.g., timestamps in
r0 = 1 span a 1-day interval in the Enron network [29] and 20
seconds in the Primary School network [23].

In the context of temporal graph analysis, one is interested
in the graphical representation and analysis of temporal graphs.
To this end, the usual approach (used, e.g., in [35], [53], [68])
consists in choosing an integer r > 1, regularly cutting the interval
[0,N] into M = ⌊N/r⌋ sub-intervals [kr,(k+1)r], where k ∈ [0,M]
is an integer, and building M+1 graphs {Gk}M

k=0. Each graph Gk
contains the edges (e, t) where t ∈ [kr,(k+1)r], and and the nodes
of these edges. In other words, we build the graphs by collecting
the edges active during the corresponding intervals and discarding
the isolated nodes. The parameter r is called the resolution, and
the integers k ∈ [0,M] are the corresponding timestamps. In what
follows, we will refer to this process as partition timeslicing. The
first and second rows of Fig. 1 represent the collection of graphs
obtained via this process for resolutions 1 and 2, respectively. One
observes that, for the initial resolution, there are two timestamps
where the blue nodes are not present. This phenomenon disappears
at resolution 2. In general, as the resolution increases, both the
number of edges and nodes present at each timestamp may grow.

We will also consider another cutting process, called sliding-
window timeslicing [42], [63]. As before, let r be a resolution
parameter. For each initial timestamp k, we build the graph Gk
whose edges are those with the activation time t contained in
[k− r/2,k + r/2]. Unlike partition timeslicing, which separates
edges into disjoint intervals, sliding-window timeslicing allows
activation intervals to overlap (see Fig. 1). Note that the graphs
obtained for an even resolution r = 2s are identical to those obtained
for the next odd resolution r = 2s+1, since the edges’ activation
times are integers. Thus, in the rest of this article, we will consider
sliding-window timeslicing for even values of resolution only.

A characteristic shared by these two approaches is that all
timeslices have the same length, known as uniform timeslicing.
Although not as popular, the idea of non-uniform timesciling has
also been considered in recent years. This type of timeslicing allows
timeslices with different lengths over time. In graph visualization,
we may find timeslices whose lengths depend on how many
consecutive timestamps have similar graph structure [3] and how
active (in terms of bursts of events) the graph is over time. As
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an example of this last case, while Ponciano et al. [47] use long
timeslices to represent intervals with bursts of events, Wang et
al. [65] adopt short timeslices to analyze such intervals.

In this paper, we focus on uniform timeslicing, the most
commonly adopted approach [25], [28], [34], [63], [68], [70].
In this context, the choice of the resolution r can strongly impact
the analysis: an overly coarse cut erases short-duration phenomena,
while an overly fine cut disrupts continuous phenomena [47]. This
impact has been studied in [32], [53], by comparing features of the
resulting temporal graphs (e.g., the average degree of their nodes
or the size of their connected components). It is worth noting that
the problem persists in the context of non-uniform timeslicing,
since such methods often rely on selecting an initial resolution, that
has to be chosen wisely [44]. Although it is a crucial parameter,
the resolutions are often chosen heuristically, and the question
of their selection is barely raised. Keeping in mind the potential
applications of temporal graph analysis, our work aims to describe
and implement an automatic method of resolution selection.

Automatic resolution detection. Among the works that tackle
this problem, two strategies are found. The first is to define
the parameter via the maximization of features’ values or the
minimization of trade-offs between features [28], [58], [59]. For
example, MoNetExplorer [28] is a visual analytic system that
ranks candidate timeslice lengths (i.e., window sizes) based on
three motif-based features: motif stability, motif fidelity, and motif
clusterness, which are computed for each candidate. Not every
possible length becomes a candidate; only those following a
predefined base time unit. For example, if the base is a month, there
are 12 candidates (lengths ranging from one to twelve months).
Other examples include [58], where the resolution is found by
minimizing a trade-off between the compression ratio and the
variance of a sequence of features, as well as [59], which seeks to
minimize the variance of several features (positional dynamicity,
degree, closeness, and betweenness centrality).

The second strategy involves abrupt change detection in
time series, for instance, from the Jaccard distance between
snapshots [44], from compression ratios [21] or from coefficients
of convergence [55]. In the same vein, [16] detects peaks from the
autocorrelation of the time series of features. Our method employs
this strategy since it can be naturally combined with features from
Topological Data Analysis. To highlight the value of our method,
we provide a precise theoretical justification and an extensive
empirical analysis.

As pointed out by the studies above [32], several distinct
resolutions may be relevant for analyzing a temporal graph.
Therefore, the question of a “correct” interval length is ill-posed.
In this work, we circumvent this issue by suggesting various values
— without relying on predefined user-selected candidates or other
parameters — and explaining their relevance.

2.2 Persistent Homology applied to Graphs

The mathematical tools used in this article are drawn from
Topological Data Analysis (TDA), a field at the intersection of
computational geometry, algebraic topology, and data analysis [14].
Persistent homology (PH), one of its most popular techniques,
allows us to infer homology groups of a dataset [43]. It has been
applied to a wide range of problems, including medicine, physics,
computer vision, and machine learning, among others. However,
its application to the study of temporal graphs is relatively new.

Analysis of graphs. PH is mainly used when the dataset is a point
cloud, an image, a scalar function, or a graph. We refer the reader
to the survey [2] for an extensive presentation of how TDA has
been applied to graph analysis. As an intermediary construction
between the input data and PH, the user must choose a filtration,
i.e., a non-decreasing family of subspaces that covers the data. To
this end, several popular filtrations exist, such as the Rips filtration.

However, in our context, the input data is not a single graph
but a sequence of graphs, and PH cannot be used directly. This is
due to the fact that the sequence may not be non-decreasing: as
time progresses, nodes or edges may disappear. As a consequence,
the temporal graph may not form a filtration. To get around this
problem, one strategy involves applying PH to each graph in the
sequence and analyzing the results, as [25] does in the context of
temporal graph exploration. Although it allows exhibiting global
properties of the data, this method does not use the full potential
of PH, since persistence is computed only at the level of each
graph, and not throughout the sequence. In particular, no temporal
information is contained in the persistence diagram. Moreover, this
method lacks the theoretical guarantees of TDA, such as stability.

As an alternative, one can use zigzag persistent homology
(zigzag PH), which we will describe in Sec. 2.3. This variation of
PH has already been used in the context of topological bootstrap-
ping, thresholding, and parameter selection. Unlike ordinary PH,
it is based on the notion of zigzag filtrations, which do not have
to be non-decreasing. In particular, it can be applied to a temporal
graph, allowing one to compute the persistence of the sequence
of graphs all at once [22], [30], [31], [41], [42]. By computing
the persistence barcode, the main object of TDA and described in
the next section, one can detect the global behavior of the graph
(e.g., the evolution of its connected components, periodic or chaotic
patterns). Our work brings these ideas to the problem of resolution
selection by investigating the link between the stability of zigzag
persistence modules and the choice of a resolution. In addition, we
also devised a new visualization layout based on PH.

We point out that, in this article, the topology of the graphs
will be studied through the lenses of the homology H0, that is,
the connected components. Ordinary PH enables us to track these
components over time, limited to the case of appearance and
merge. In addition, employing zigzag PH allows one to study the
disappearance and splitting of connected components, phenomena
that occur in temporal graphs. As exemplified by numerous articles
in the TDA literature, H0 contains sufficient information to solve
certain problems [7], [13], [45], [46]. Furthermore, in the particular
context of temporal graph visualization, it has been reported that
the analysis of connected components allows for a rich exploration
of the data [37]–[39], [66]. Since the purpose of this article is to
visualize the formation of groups within networks, i.e., of connected
components, we will focus on H0. The higher homology groups
Hi, i > 0, although they could capture additional information (e.g.,
tunnels, voids), are beyond the scope of the paper.
Visualization. TDA has also seen applications in the context of
(non-temporal) graph visualization. By quantifying the strength of
connections between the nodes of the graph, TDA can improve
force-directed layouts and facilitate interaction with them [20],
[57]. One may also consider the connectivity between communities,
resulting in new representations, such as those in [8], [37], [51].

In contrast, applications of TDA to the visualization of temporal
graphs are few. The first work is found in [38], where the
persistence diagram is used as a means to visualize the connected
components generated by a scalar field. However, in this case,
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PH is computed at the level of each snapshot, and therefore does
not capture information about the dynamics of the data.To our
knowledge, only [25], [42] propose visual layouts incorporating
temporal information. The former consists of a curve, exhibiting
patterns and changes in behavior over time. However, it does not
provide information concerning the topology of the graphs at each
snapshot. The latter layout uses the persistence barcodes given by
the zigzag PH. It displays the topological properties of the graphs at
each timestamp and shows how they evolve over time. Nevertheless,
in some contexts, focusing only on graphs’ topological properties,
such as their number of connected components, can be too coarse
and make analysis and visualization difficult for the user. An
important contribution of our work is to enhance this representation
by incorporating information about the size and composition of
the connected components. These enhanced barcodes, that we call
“colored barcodes”, show promising results for graph visualization.

We draw the reader’s attention to the fact that a close connection
can be established between the persistence barcodes offered by
TDA and certain popular visualization techniques. In particular,
the persistence barcodes of (ordinary) PH can be deduced from
the merge tree of the data, and that of zigzag PH from its tracking
graph [37], [66]. In particular, the barcode graph [18] or formigram
[30], [31], a handy tool of TDA, can be understood as a tracking
graph. This connection is studied in further detail in Sec. 5.2.
Similarly, the visualization proposed in this paper (Fig. 9(A)),
, which incorporates additional information into the persistence
barcodes, is related to the idea of nested tracking visualization [38],
[39]. Both approaches draw flows between adjacent timestamps
to represent events like merges and splits (in our case, triggered
by user interaction). This last connection, however, only concerns
visual representation, since these tools are designed to handle
different information (nested components vs. disjoint components).
Sec. 5.2 discusses our design decisions and explains in more detail
why nested tracking visualizations are not applicable in our case.

2.3 Zigzag persistent homology
We now succinctly introduce the topological tools used in this
paper, and refer the reader to [14] for a thorough presentation.
Persistence modules. Zigzag persistent homology, introduced in
[11], is based on the notion of simplicial homology. Given an
integer i ≥ 0, the ith homology functor Hi is an operator that
takes as input a graph G, and returns a vector space, denoted
Hi(G), which contains topological information about G. As already
discussed, we will only consider H0(G), the group of connected
components, since it already enables a rich analysis of the graph’s
structure. It is a vector space whose dimension is equal to the
number of connected components of G.

To define a zigzag PH, one has to first build a zigzag filtration,
that is, a sequence of graphs, such that for each pair of consecutive
graphs, one of them is included in the other. In order to build such
a filtration, consider the sequence of graphs {Gk}M

k=0 defined in the
previous section, using the partition or sliding-window timeslicing.
By considering the union graph Gk ∪Gk+1 for all the pairs of
consecutive graphs, one obtains a zigzag filtration

G0 ↪−→ G0∪G1←−↩ G1 ↪−→ G1∪G2←−↩ G2 ↪−→ . . .

In this filtration, one is able to track the evolution of the connected
components: how they merge, split, appear or disappear.

By applying the H0-homology to this filtration, the graphs are
transformed into vector spaces, and the inclusions into linear maps:
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Fig. 2. Barcodes associated with a temporal graph at resolution 1 and 2.
Each horizontal bar refers to a connected component throughout time.

H0(G0)→H0(G0∪G1)←H0(G1)→H0(G1∪G2)←H0(G2)→ . . .

This sequence forms a zigzag persistence module, an algebraic struc-
ture that condenses all the information concerning the evolution of
the connected components. For instance, one reads directly from
these maps whether a connected component splits or is preserved;
similarly, one reads whether two connected components merge.

Barcodes. To each persistence module is attached a persistence
barcode, denoted B. It is a collection of intervals [b,d], called
bars. They are interpreted as follows. For each timestamp k,
the number of bars present at this time is equal to the number
of connected components in the graph Gk. Moreover, we can
see how these connected components evolve: To a bar [b,d]
corresponds a connected component of the graph born at time
b (either because new points appeared in the graph, or because an
existing component split in two) and died at time d (either because
the points that compose it disappeared, or because it merged with
another component). The barcode is the main object of TDA, and
can be understood as a visual representation of persistence modules.

As an example, we give in Fig. 2 the persistence barcodes
associated with a temporal graph at resolutions 1 and 2, as in
Fig. 1. Let us analyze the first barcode. It contains a long bar [0,5],
indicating that there is a connected component that persists all
along the filtration. We may think of it as representing the nodes
colored in orange, or red. Moreover, there are three smaller bars,
depicting connected components that survive for a shorter time:
one bar [0,2] represents a component that merges with another (the
red nodes with the orange nodes), another bar [0,2] represents a
component that disappears (the blue nodes) and reappears at t = 5.
Besides, the second barcode of Fig. 2 contains only three bars.
Indeed, in the corresponding filtration, the blue nodes are always
present, resulting in a long bar [0,5] in the barcode.

It should be pointed out that the barcode does not allow one to
identify directly which connected components the bars represent.
In certain cases, in the presence of many bars, for instance, this task
can be difficult to perform visually. One part of our work consisted
in defining an improved version of the barcode, called the colored
barcode, which allows us to fix this problem (see Sec. 5.1).

Bottleneck distance. Another fundamental feature of TDA is the
possibility of comparing two persistence barcodes, through the
notion of bottleneck distance. In a few words, this distance seeks a
pairing between the bars of the barcodes and computes the largest
distance between a bar in the first barcode and one in the second.
The exact definition is given in our supp. material (Sec. A). With
respect to the bottleneck distance, two barcodes are close if the
large bars of one can be matched with the large bars of the other,
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r =1 (original) r =2 (partition)

Fig. 3. A pairing between the barcodes of Fig. 2. We outline in red the
most distant paired bars (distance 3), causing the bottleneck distance.

the short bars being forgotten. Fig. 3 shows a pairing between the
barcodes in Fig. 2. The most distant bars in this pairing are the two
bottom ones, [0,2] and [0,5]. The distance between these bars is 3,
which is also the bottleneck distance, denoted dB(B,B′).

The bottleneck distance lies at the core of our method and will
be used as a means to select resolutions in Sec. 4. Namely, we will
compare the temporal graphs coming from two different resolutions
via the bottleneck distance between the persistence barcodes
coming from their zigzag filtrations. This distance computes
the global topological agreement between these temporal graphs,
allowing us to determine whether they are similar or not, just as in
the context of abrupt change detection. In addition, the bottleneck
distance offers two advantages. First, it allows for a theoretical
treatment: we will study in Sec. 4.2 what values of distance are to be
expected, and when they indicate a relevant change. Secondly, and
as a consequence of its definition, the bottleneck distance is always
caused by a pair of bars or a bar alone. From a practical point of
view, one can identify which nodes of the graph are responsible
for the topological difference between two barcodes. Based on this
observation, we will describe an explainability pipeline in Sec. 9.1.

3 DESIGN TASKS AND WORKFLOW

Design tasks. Besides suggesting temporal resolutions, we seek to
effectively explore the graph, and identify global and local behav-
iors and patterns, under a given temporal resolution. In that sense,
we designed our visual components and interaction to meet high-
level tasks derived from low-level tasks and dimensions proposed
in Bach et al.’s taxonomy for temporal graph exploration [4].

Specifically, we combine the three task dimensions described
in this taxonomy: temporal/when (easy identification and reaching
of specific time steps); topological/where (easy identification,
situation, and tracking of elements with properties of interest);
and behavioral/what (easy understanding of the behaviors and
changes that affect elements of interest). These dimensions help
generate the following tasks, which should be satisfied during the
graph analysis under any temporal resolution.

T1: Analyze particular groups of elements (entire network, con-
nected components, or nodes) in terms of identification, situation,
and inspection at a given time of interest.

T2: Analyze the temporal evolution of particular groups of
elements, identifying, e.g., the addition or deletion of elements and
abrupt increases or decreases of an element property (referred to as
peak or valley events in Ahn et al.’s taxonomy [1]).

T3: Identify and compare structural changes that occur at particular
times of interest.

In addition to the when, where, and what dimensions from
Bach et al.’s taxonomy, we further consider why and how task
descriptions from Brehmer & Munzner’s multi-level typology of
visualization tasks [10]. From the why point of view, our tasks
enable discoveries, which include the generation and verification of
hypotheses. To achieve that, users first locate groups of elements of
interest (tasks T1, T2) or at particular times (task T3). Alternatively,

they can freely explore the visualization to find elements/times of
interest (e.g., based on global patterns or anomalies). Once these
are found, users may identify, compare, and summarize elements
or patterns (T1-T3). From the how perspective, our views will
meet the tasks by encoding the network data and by providing
manipulation methods such as selection, navigation, and filtering.
They will also introduce new elements to the visualization by
importing network data on demand.

Workflow. As illustrated in Fig. 4(a), users first input a temporal
graph and its node categorical metadata (optional). The resolution
suggestion then proceeds as follows (Fig. 4(b), details in Sec. 4):
we build persistence barcodes for every candidate resolution (pre-
defined range of values, e.g., [1,100]); we compute the bottleneck
distance between pairs of barcodes, and build a suggestion curve
using the distances. Resolutions are then suggested based on
the curve’s peaks. Finally, users visualize the graph under any
resolution by using our proposed layout — the colored barcode
(Sec. 5.1) — and associated node-link diagrams, visualizations that
compose our system prototype (Fig. 4(c), details in Sec. 5.3).

4 TEMPORAL RESOLUTION SUGGESTION

4.1 Description of the method
As discussed above, the choice of a resolution significantly impacts
the analysis of a temporal graph. In practice, one wishes to select
an “optimal” resolution. However, the problem is ill-posed: various
resolutions may be relevant, leading to different analyses. To
circumvent this issue, our strategy selects a collection of resolutions,
each of which reveals different behaviors of the temporal graph.

Let us consider an initial set of resolutions {r0, . . . ,rn}, to be
tested, and a parameter m, the number of requested resolutions.
Our method consists in partitioning this set into m subsets of
consecutive resolutions,
{ri0 = r0, . . . , ri1}, {ri1 , . . . ,ri2}, . . . , {rim−1 , . . . ,rim = rn}, (1)

where each subset consists of resolutions for which the temporal
graphs exhibit similar behavior. We will quantify this similarity
using zigzag PH, as explained in the next paragraph. As a last step,
we will choose a resolution in each of these subsets — for instance,
the first ones, ri0 , . . . ,rim−1 — therefore yielding an exhaustive
sample of all possible behaviors exhibited by the temporal graph.

Our method for obtaining a partition as in Eq. (1) consists in
comparing each pair of consecutive resolutions ri and ri+1, and
in detecting abrupt changes in the corresponding temporal graphs.
This detection is performed using zigzag PH, as follows. First, we
perform timeslicing on the temporal graph G for both resolutions,
using partition or sliding-window, as described in Sec. 2.1. Second,
we compute the corresponding persistence barcodes Bi and Bi+1,
as well as their bottleneck distance dB(Bi,Bi+1), as described in
Sec. 2.3. Gathering all the bottleneck distances yields a sequence

dB(B0,B1), dB(B1,B2), . . . , dB(Bn−1,Bn),

which we represent as a curve, drawn in red in Fig. 5. We refer to
it as the suggestion curve.

On the suggestion curve, peaks correspond to consecutive
resolutions for which the associated barcodes are significantly
different, which we interpret as structural topological changes in
the temporal graphs. Finally, we identify the peaks of this curve
and use them as separators to obtain the partition of Eq. (1). We
give further explanations in the next section.

In a nutshell, our methodology employs the bottleneck distance
between consecutive resolutions as a feature to perform abrupt
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b) Temporal resolution suggestion
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Fig. 4. ZigzagNetVis workflow. (a) Users input a temporal graph and node metadata (optional). (b) We suggest resolutions using a four-step procedure.
(c) Users visualize the graph using any resolution through the colored barcode and node-link diagrams, visualizations that compose our prototype.
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Fig. 5. A suggestion curve in red, its corresponding normalized sugges-
tion curve in blue (for partition timeslicing), and the curve i 7→ ri in black.

change detection. While change detection based on features is
common in temporal graph analysis (see, e.g., [3]), incorporating
PH offers several advantages. First, thanks to the high interpretabil-
ity of PH, we can give a heuristic analysis in Sec. 4.2, already
yielding important insights. Moreover, as studied further in Sec. 9,
the bottleneck distance appears to be a stable and relevant quantity,
gathering information from various other features of the literature.

4.2 Timestamps shifts and structural changes

In the previous section, we have built the suggestion curve i 7→
dB(Bi,Bi+1). In order to identify relevant peaks of this curve, we
need to give some comments regarding the values it can take.

Partition timeslicing. Let us first consider that we have chosen
the partition timeslicing. By going from resolution ri to ri+1, one
alters the timestamps: a timestamp for the first resolution will be
at a distance at most ri+1/2 of a timestamp for the second one.
Consequently, we expect that the bars of the persistence barcode
will be displaced by a distance of at most ri+1/2. This interpretation
leads us to distinguish two values of the bottleneck distance.

• If dB(Bi,Bi+1)≤ ri+1/2, the distance is merely caused by arti-
ficial changes coming from the modification of the timestamps’
values. We call it timestamps shift.

• If dB(Bi,Bi+1)> ri+1/2, the distance is no longer just caused
by the displacement of the timestamps: we consider that the
temporal graph has undergone a structural change.

In order to estimate the structural changes only, we must detect the
values of the suggestion curve that exceed ri+1/2. In other words,
we seek the positive values of the normalized suggestion curve:

i 7−→ (dB(Bi,Bi+1)− ri+1/2)+

where (·)+ denotes the positive part of a real number. This curve
is represented in Fig. 5. In this example, we would detect the
resolutions r2 and r7 as values that cause structural changes since
they are the first resolutions after the peaks occurring at r1 and r6.

Fig. 2 provides another example. Going from resolution ri = 1
to ri+1 = 2, we have seen previously that the bottleneck distance is
equal to 3, greater than ri+1/2 = 1, hence we observe a structural
change. It is caused by the two blue bars merging together. If
we had considered only the red and yellow bars, we would have
observed a bottleneck distance of 2, i.e., a timestamps shift.

Sliding-window timescling. We now turn to the case of sliding-
window timeslicing. By going from resolution ri to ri+1, the

activation windows of the edges are only altered by a value
(ri+1− ri)/2. Consequently, we expect that the bars of the barcode
will be displaced by a distance of at most (ri+1− ri)/2. This leads
us to define a timestamps shift if dB(Bi,Bi+1)≤ (ri+1−ri)/2, and
structural change if dB(Bi,Bi+1) > (ri+1− ri)/2. Accordingly,
we define the normalized suggestion curve as

i 7−→ (dB(Bi,Bi+1)− (ri+1− ri)/2)+.

As before, we identify structural changes through its positive values.
In practice, users can select the preferred timeslicing method

prior to applying the resolution suggestion technique. However, the
results obtained for partition or sliding-window may be different.
In the case of partition, a particularly inconvenient phenomenon
occurs. Two bars of the barcode might merge between ri and ri+1,
provoking a structural change, and then split between ri+1 and
ri+2, again provoking a structural change. We call this phenomenon
instability, and we explain the situation in more detail in our supp.
material (Sec. B.1). Consequently, we recommend that users use
sliding-window timeslicing, and we make this choice in the rest of
this article, except when stated otherwise.

Peak detection. In real-life examples, the normalized suggestion
curve may contain many positive values. However, returning all the
corresponding resolutions to the user would not be relevant. Instead,
we choose to return only the most prominent peaks of the curve.
In practice, prominence is computed using the package signal
of scipy. We return only m = 5 maxima, five being an arbitrary
value that we found suitable. We will give concrete outputs of our
algorithm on eight temporal graphs in Sec. 9.1.

Other distances. In TDA, one chooses a distance according to
the context: while the bottleneck distance calculates the maximal
discrepancy between two barcodes, the Wasserstein distance
incorporates all perturbations. The latter option is of interest, for
instance, when low-persisting features matter [14]. In contrast,
our work aims to detect structural changes, which are evidenced
by the perturbation of a single bar of the barcode. Therefore, the
bottleneck distance appears as a natural choice (see, for instance,
Fig. 2). This observation is supported by Sec. C.2.4 of our supp.
material, where it is shown that the Wasserstein distance leads to
less interpretable results. In the same vein, one could use, instead
of the bottleneck distance, any feature that quantifies the proximity
between two temporal graphs. To this end, many quantities exist,
such as those presented in Sec. 9.2 (e.g., mean degree, density,
or burstiness). However, they all appear to either lack stability or
provide limited information. Our experimental study shows that
the bottleneck distance acts as a relevant trade-off between stability
and information, “incorporating” several popular features.

5 VISUALIZATION

5.1 Colored barcode layout

In practice, the barcodes of TDA may not contain enough
information: one is not able to identify which nodes are part of
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which bar. Indeed, the barcode is built from the homology groups
H0(Gk) of the graphs, where the information about the nodes has
been lost. A contribution of our work is to adapt and implement an
algorithm that identifies the nodes that compose each bar.
Nodes identification. Consider a temporal graph, the sequence of
graphs {Gk}M

k=0 obtained by timeslicing, and the H0-barcode B of
its zigzag filtration. We wish to find, for each bar I ∈B and each
timestamp k ∈ I, a connected component CI

k such that
• for each timestamp k, if Bk denotes the set of bars living at

time k, then the set {CI
k | I ∈Bk} is a partition of the set of

nodes of Gk,

• for each bar I ∈B and each k ∈ I such that k+1 ∈ I, we have
CI

k ∩CI
k+1 ̸= /0.

The first point guarantees that we do not attribute the same node
to two bars at the same timestamp, and the second point that,
within a bar, we choose a sequence of connected components
that are connected one to another. Such a choice is possible as a
consequence of previous work, which is detailed below.

Once the node identification has been done, this information
can be incorporated into the persistence barcode. By attributing
to each node or cluster of nodes a color (representing, e.g., node
metadata information), we paint the bars in accordance with the
nodes it contains. We also vary the height of the bars to indicate the
number of nodes. We call this representation the colored barcode.
In case it is not possible to assign different colors to nodes (e.g.,
when there are no node metadata), we use a single color and only
consider the variation of the heights of the bars.

We give in Fig. 6 two examples of colored barcodes, where
the nodes are divided into three clusters: red, orange, and blue.
They correspond to the (non-colored) barcodes of Fig. 2. On the
first colored barcode (Fig. 6(top)), one reads that a connected
component persists throughout the filtration, initially composed
of orange nodes and later receiving the participation of red nodes.
One can also visualize the connected component formed by the
blue nodes, which disappears and reappears at t = 5.

The choice of nodes composing each bar is not unique. For
instance, on the first barcode of Fig. 6, the long bar starts with only
orange nodes, until t = 3, where red nodes connect. In this example,
one could have chosen to start this long bar with red nodes instead.
The analysis of the colored barcode, however, is independent of
this choice. The user must keep in mind that, when two connected
components merge, only one of the two has been arbitrarily chosen
to appear at the beginning of the corresponding bar.
Algorithm. We now turn to the implementation of nodes identifica-
tion, based on the work of Dey and Hou [18]. As described in the
article, there exists an intermediate construction between the zigzag
filtration and the persistence barcode, called the barcode graph. It
is built recursively by studying how the temporal graph {Gk}M

k=0
evolves: creating, removing, merging, or splitting connecting
components. Formally, each node of the barcode graph is associated
with a connected component of Gk at a certain time k. Moreover,
an edge is added between two components at times k and k+1 if
they share a node (see Fig. 7). We draw the reader’s attention to
the fact that the barcode graph is a tracking graph (see Sec. 2.2).

Algorithm 1 of the aforementioned article allows one to deduce,
from the barcode graph, the persistence barcode of the zigzag
filtration. To do so, the authors recursively build the barcode forest,
a complementary construction. For the most part of the algorithm,
when iterating through the filtration, five events may happen:
ENTRANCE, DEPARTURE, NO-EVENT, MERGE and SPLIT. They
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Fig. 6. Colored barcodes corresponding to the barcodes of Fig. 2. Vertical
arrows depict component merging.

t = 0 1 2 3 4 5

Fig. 7. On top of a zigzag filtration (top) is built the barcode graph (middle).
By keeping the nodes’ information, an adaptation of [18, Algorithm 1]
enables us to compute the colored barcode (bottom).

respectively represent that a node entered the filtration, that a node
left the filtration, that an edge entered or left without changing the
topology of the graph, that an edge entered the filtration provoking
two connected components to merge, or that an edge left the
filtration provoking a connected component to split in two. Only
DEPARTURE and MERGE provoke the appearance of a new bar.

In our context, since we wish to identify the nodes that compose
the bars, we incorporate a further step in this procedure. During
the event DEPARTURE (as the dashed node of Fig. 7), we simply
collect the connected components written on the path, and add this
information to the bar of the barcode. For MERGE (as the dashed
edges of Fig. 7), there are two potential paths; we choose one
arbitrarily, associate the new bar with the connected components
written on it, and remove these components from the graph.

Note that the latter choice is not unique as the “elder rule”
holds for ordinary PH, but not in the zigzag context. For instance,
if the filtration consists of one connected component, that splits in
two (at time t1) and then merges (at time t2), then the barcode will
consist of two bars, one bar being [t1, t2]. However, two choices
of identification are possible for this bar, and none is canonical. In
practice, when choosing a path to remove, we remove the one that
starts with the least number of nodes. This allows for maintaining
homogeneity within the bars; that is, bars containing many nodes
will continue to have many nodes.

One final detail should be noted. The original algorithm takes
as input a zigzag filtration such that two consecutive graphs are
obtained one from the other by adding or removing a single node
or edge. However, partition or sliding-window timeslicings may
yield filtrations where several nodes or edges are added or removed
at the same time. Consequently, we must apply a pre-processing
step to assign each event a unique time. Once the algorithm has
been performed, we go back to the initial timestamps.
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5.2 Design decisions

In practice, our colored barcode is a timeline visualization that can
be thought of as a series of stacked area charts, each referring to
a connected component and its node members throughout time
(Fig. 9(A)). As mentioned above, the color and height indicate the
label (node metadata) and number of nodes, respectively.

Alternative designs. We have considered alternative design choices
before proposing this layout. We decided to use a timeline
visualization instead of animations to better meet analyses that
rely on multiple and often distant timestamps (tasks T2, T3),
complying with [5]. We then studied the suitability of existing
timeline visualizations for our context. An option would be a
visualization based on tracking graphs [34], [37], [66]. In particular,
LargeNetVis’s Global View [34] is a grid-based layout where
rows and columns represent respectively network communities
and timeslices. In this view (see Fig. 11(b)), communities are
encoded as circles with varying sizes, and their temporal evolution
is depicted through links connecting communities from consecutive
timeslices. Although we could adapt it to encode connected
components, it would still not provide immediate information about
components’ node members. The identification and tracking of the
members would also not be immediate with other visualizations,
for instance, MSV [61], PAOH [60], and TAM [34].

We have also considered nested tracking graph visualiza-
tions [38], [39], but we opted for a different approach due to
their inherent limitations in our specific context, particularly those
concerning visual scalability, in terms of the number of timestamps,
and the intrinsic components’ hierarchy they consider. First, nested
tracking graphs depict the graph evolution by representing events
(i.e., merges and splits) through horizontal flows drawn between
uniformly spaced timestamps. While our visualization also enables
the analysis of these events upon interaction, our primary focus lies
on depicting the graph structure at each timestamp and the most
salient connected components, namely the longest bars throughout
time. We, therefore, provide a more scalable solution for our case by
employing vertical flows alongside timestamps that are positioned
one right after the other. As an example, while Figs. 9 and 10
illustrate our layout for a graph with 1,555 timestamps, all visual
analyses from [38], [39] consider a maximum of 100 timestamps.

Secondly, nested tracking graphs leverage hierarchical re-
lationships coming from superlevel sets to derive component
visibility, which can potentially lead to occlusions and impair
the identification of patterns that would be crucial to our context
(e.g., the number of nodes in a given component or its life-
cycle). Conversely, we consider graphs with components without a
hierarchical relationship (disjoint). Stacking them instead of nesting
allows for immediate and effortless recognition of individual
components and their attributes. Overall, we consider our colored
barcode layout to be a better solution for our tasks and goals. It is
suitable for graphs with many timestamps, emphasizes structural
clarity, and enables efficient identification and exploration of key
connected components and timestamps.

Bars’ positioning. We use two representations for the bars’
positioning in our colored barcode. The first consists of fixing
the bars’ bottom ordinate and distributing them upwards only (see
Fig. 9) — we call this approach “bottom-based ordering”. Inspired
by well-established cluster positioning on Sankey- and nested graph
visualizations (e.g., [38], [39]), our second representation considers
centered bars whose height varies uniformly up and down (see
Fig. 10) — we call it “center-based ordering”. In both cases, the

t = 0 1 2 3 t = 0 1 2

B CA

Fig. 8. Toy example showing the behaviors when marking the checkbox
“See flows under interaction” and hovering over a bar: (left) if selecting
by label, the system tracks same label nodes throughout time; (right) if
selecting by conn. component, the system shows merges/splits in the
selected component.

bars are arranged in such a way as to reduce the space they occupy
in the interface and the lengths of the vertical flows.

5.3 System prototype

We now describe the interface and interactions that compose the
prototype of our ZigzagNetVis system (see a screenshot in Fig. 9),
a web-based visual analytics tool that incorporates all steps of our
workflow and was used by our user study participants (Sec. 8).

When first loaded, the system automatically opens a menu
through which it is possible to input a network and node categorical
metadata (optional). The system then suggests temporal resolutions
for the inputted network following the procedure described in Sec. 4.
To help users choose among the suggested resolutions, they can ask
for quantitative network measures (or features). For each resolution,
the system will display values for burstiness [53], average lifetime
of edges [53], normalized stability [15] and the inverse of the
normalized fidelity — the original fidelity [15] gives us a distance
measurement and we use the similarity counterpart. In our case, a
higher value indicates greater faithfulness of the network under the
selected resolution to the original network (r = 1). After choosing
a resolution, users can filter out bars (i.e., connected components)
with less than x node or with duration less than y timestamps, x and
y being user-defined. We provide a visual comparison of different
filtering parameters in our supp. material (Sec. C.1).

Once the network, temporal resolution, and the other parameter
values are chosen, the system exhibits its first and main view
(Fig. 9(A)), which contains the colored barcode and appears with
maximized height and width, i.e., also occupying the screen space
on Fig. 9(C-E). This view adopts as default the bottom-based
component ordering, but the user is free to change it at any time
(Fig. 9(H)). Besides zoom in/out and pan, users can select specific
connected components or bars representing nodes that share the
same label (Fig. 9(G)). In this way, it is possible to analyze their
behavior at particular timestamps (tasks T1, T3) and evolution
throughout time (task T2). Nodes sharing the same label can be
selected in the layout by hovering over the label of interest in the
color legend or the bar with the color associated with that label.
Likewise, a connected component can be selected by hovering over
any of its bars (Fig. 9(A)). It is also possible to persist the current
selection (left-click) and select multiple labels (CTRL + left-click).

Two behaviors are expected when marking the checkbox “See
flows under interaction” (Fig. 9(G)) and hovering over any bar
of a component: (i) if selecting by label (see Fig. 9(G) again),
the system enables tracking the nodes with that (or those) label(s)
throughout the connected components over time, as illustrated in
Fig. 8(left); (ii) if selecting by connected component, the system
shows the events that connect that component to others over time
through vertical flows that indicate merges and splits (Fig. 8(right)).
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After finding a potentially relevant timestamp or interval for
analysis, the user double-clicks near it and the system opens three
node-link diagrams as presented in Fig. 9(C-E), one showing the
network structure at the timestamp of interest (referred to as t(2),
see Fig. 9(D)) and two others, by default, for t(2)∓10 timestamps
(referred to as t(1) and t(3), see Fig. 9(C,E)). Timestamp markers
are inserted in the colored barcode to highlight the three timestamps
whose node-link diagrams are opened (Fig. 9(B)).

Users can freely change the three timestamps being analyzed
— note, e.g., the values for t(1), t(2), and t(3) in Fig. 9. This way,
they can analyze the structure of groups of elements at different
granularity levels (from the entire network to individual nodes) for
any timestamp (task T1), as well as identify and compare structures
and temporal behaviors by analyzing multiple node-link diagrams
(tasks T2, T3). There are two ways for the user to reach a new
timestamp of interest. If the user knows a priori which timestamp
is relevant for analysis, they can simply type the new timestamp
value in the node-link diagram area to update it; the system
then repositions the corresponding timestamp marker accordingly.
However, if the user is interested in analyzing a timestamp or
interval that caught their attention because of an unexpected
behavior found on the colored barcode, they can drag and drop
one or more timestamp markers to that timestamp or interval; the
system then updates the node-link diagram(s) accordingly.

Node-link diagram. Given a selected timestamp of interest tk, our
node-link diagram shows all nodes and edges active at tk using
a spring-force node positioning [9]. Nodes are colored using the
same color scale as in the colored barcode. In addition, the system
also shows a tooltip with node id and label whenever a node is
hovered over, as illustrated in Fig. 9(F). The user can expand
one or more node-link diagrams (button ) and drag/drop their
maximized versions, e.g., to put them side-by-side and optimize
comparisons. Depending on the type of selection (recall Fig. 9(G)),
a click on a node x in a diagram (expanded or not) selects all
nodes that contain the same label as x or all nodes that belong to
the same connected component as x (T1). To help users compare
structures and temporal behaviors (T2, T3), all node-link diagrams
(expanded and non-expanded) are coordinated with each other and
with the colored barcode: groups of nodes selected in one of them
are automatically selected in the others (see, e.g., the non-selected
connected component in Fig. 9(A,D), t(2) = 710).

Design decisions. Besides the decisions made on the colored
barcode (recall Sec. 5.2), we also studied alternative approaches
before choosing static node-link diagrams to explore the network
structure at particular times. First, we considered using animations
to show the evolution of the network during the time interval
selected through the timestamp markers. We gave up this idea
because animations have limitations on tasks involving multiple
and distant timestamps [5]. After opting for “static” visualizations,
we considered node-link diagrams and adjacency matrix-based
visualizations [6]. We chose the former as it would be easier to
identify connected components using the diagram, especially when
adopting spring-force node positioning. Finally, we decided to
enable the analysis of three timestamps (three node-link diagrams
at once) based on the intuitive notion of past, present, and future.

As mentioned, our system prototype associates different colors
to nodes (or bars) with different labels when this metadata
information is available. Color-blind users can use a color scheme
that is safe from color blindness. Our prototype also provides a
series of features that help colorblind users in their analysis, e.g.,

by allowing selections and by showing informative tooltips. In the
user study, we validated visualizations and color scheme with two
self-declared colorblind participants (see Sec. 8.3).

Implementation details. We use a client-server architecture. The
server side was implemented in Python and uses popular libraries
and frameworks (e.g., NetworkX, Flask, and Dionysus2). We
used the D3 library in our views. A demo version of the system, used
by our user study participants and already including suggestions, is
available at https://github.com/raphaeltinarrage/ZigzagNetVis.

Computational complexity. The overall ZigzagNetVis process
can be divided into three steps: open the dataset (1), compute the
suggestion curve (2), and compute the colored barcode for one
resolution (3). Let m be the number of pairs (edge, time) in the
temporal graph, and let n be the number of resolutions tested. Step
1 consists in reorganizing these pairs in a dictionary, and creating
a list of unique edges, resulting in a computational complexity of
O(m). In Step 2, we create n zigzag filtrations, compute their H0-
homology barcode, and then compute the consecutive bottleneck
distances. The respective complexities are O(nm), O(nmα(m)),
and O(nm1.5), where α is the inverse Ackermann’s function
(approximately constant in practice) [18]. Last, Step 3 consists
of one computation of zigzag persistence, which therefore has a
computational complexity of O(nα(n)). In general, the complexity
of the process is O(nm1.5). We should mention, however, that our
personal implementation of the persistence algorithm does not
reach the complexity mentioned above and can potentially yield
longer execution times. In our supp. material (Sec. C.3), we give
the running times observed in practice for eight temporal graphs.

6 DATASETS

Our usage scenario and user study explore the first day of data
from two real-world and face-to-face temporal graphs collected
in educational environments, the Primary School [23] and the
High School [40] networks. We have chosen these graphs as they
have been extensively analyzed in the context of temporal graph
visualization [25], [34], [47], [48], [63], [67], [68] and because
they contain relevant node metadata information.

The first day of the Primary School network [23] contains 236
nodes (students and teachers from the first to the fifth grade, each
having classes A and B) and 60,623 edges, which represent face-
to-face interactions. There are 1,555 timestamps in the original
resolution (r = 1), each comprising a 20-sec interval. Data were
collected from 8:45 am to 5:20 pm. There is a lunch break from
12pm to 2pm and two smaller breaks (20-25 min), one in the
morning (around 10:30am) and one in the afternoon (around
3:30pm). Each of the 10 school classes has an assigned teacher.
For convenience, we will refer to each class using simple terms,
for example, 1B to refer to “first grade, class B”.

The High School network [40] contains face-to-face interactions
between students from nine classes related to different subjects:
chemistry and physics (classes PC and PC1), mathematics and
physics (classes MP, MP1, and MP2), engineering (class PSI),
and biology (classes 2BIO1, 2BIO2, and 2BIO3). The first day
contains 312 nodes and 28,780 edges distributed in 899 timestamps
(a 20-sec interval each) when adopting the original resolution.

7 USAGE SCENARIO

We focus on two types of analysis. First, we demonstrate the
suitability of a suggested resolution for analyzing the Primary
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Fig. 9. ZigzagNetVis system prototype, an interactive and web-based system with linked views designed to assist the analysis of temporal graphs by
highlighting connected components’ structure and evolution. (A) Colored barcode with bottom-based ordering that highlights the longest connected
component in the graph — note that (i), (ii), and (iii) represent time intervals with few connected components compared to others. (B) Timestamp
markers indicating the three timestamps being depicted by (C-E) the three node-link diagrams. (F) Tooltip showing extra information. (G) Users can
select groups of nodes by label or by connected component. (H) Users can choose between two available component positioning strategies.

School and the usefulness of our colored barcode and system to
assist in this analysis. Later, we show that the patterns found
using ZigzagNetVis are comparable to those identified using
LargeNetVis [34], a state-of-the-art approach.

7.1 Exploring the Primary School network

ZigzagNetVis suggested the resolutions r = 8, 18, 76, 154, and
282 for the Primary School. Fig. 9(A) shows our colored barcode
for the median resolution r = 76, empirically chosen among the
suggested ones due to its interesting patterns. This visualization
was produced after (i) filtering out components with less than 10
nodes and 10 timestamps and (ii) selecting the component with the
longest duration. Disregarding the component selection (we will
discuss it later on), we can already enumerate some patterns and
interesting behaviors in the graph data. First, we see that most of
the non-selected components (i.e., components with low opacity in
Fig. 9(A)) are composed of students from a single class, along with
their teacher (tasks T1, T2). This is expected since these students
were having classes in their respective classrooms. This pattern
can also be seen in Fig. 10, which shows the same network and
resolution using a different ordering.

There are also time intervals with few connected components
compared to others, possibly indicating school breaks (one in
the morning, lunch break, and another in the afternoon — see
Fig. 9(i,ii,iii), respectively) (tasks T2, T3). The first time we have a
single component in the graph delineates the beginning of lunch
break (see the selected component near timestamp t = 580 in
Fig. 9(A)) (task T1). As the students go home for lunch [23],
we observe a decrease in the number of nodes in the graph (see
just after timestamp t = 600) (tasks T2, T3). During lunch, this
component is eventually decomposed into two parts, as illustrated
in Fig. 9(A,D)(t = 710), one containing students from classes 1A,
1B, 2A, 2B, 3A and the other containing a few other students from
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Fig. 10. Colored barcode with center-based ordering for the Primary
School and the suggested resolution 76.

3A and 3B, 4A, 4B, 5A, 5B (task T1). This division is explained by
the location of the students that stay at the school: some children
stay in the cafeteria while others stay at the courtyard [23]; these
groups encounter each other when they switch places, leading to a
single component again (see Fig. 9(A,E)(t = 800)). Note also the
absence of teachers during the lunch break: they are present at first
(see Fig. 9(A,C,F)(t = 640)), but they leave (there are no teachers
in t = 710 and t = 800, for example) and come back near the end
of the lunch break (task T3), when we start seeing many connected
components in the graph again (task T2).

7.2 Comparison with LargeNetVis
To validate the colored barcode, we performed a direct comparison
with LargeNetVis [34], an established approach to visualize large
temporal networks. To be coherent with the partition timeslicing
used by LargeNetVis, we decided to use partition timeslicing in
ZigzagNetVis as well (see Sec. B.2 in our supp. material for a
visual comparison between partition and sliding timeslicing). We
also forced the number of timeslices in LargeNetVis to be equal to
the number of partitions in ZigzagNetVis for a fair comparison.
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Fig. 11. Comparison between (a) ZigzagNetVis with bottom-based
ordering and (b) LargeNetVis highlighting three distinct patterns (I-III) in
the Primary School network.

Using the Primary School network, Fig. 11 shows a comparison
between our colored barcode and LargeNetVis’ Global View, also
showing node-link diagrams that support the comparison. The first
highlighted pattern refers to a single connected component on
ZigzagNetVis containing students and teachers from three classes
(4A, 5A, 5B) (Fig. 11(a,I)) and the two equivalent communities
from LargeNetVis (Fig. 11(b,I)). When analyzing the corresponding
node-link diagrams (Fig. 11(c)), we see that these two communities
form a single connected component thanks to a single edge (dotted
in red) linking two teachers (task T1). Also, we see that students
from class 4A interact with each other but not with the other
two classes (5A and 5B); on the other hand, students from 5A
interact with students from 5B and vice-versa (T1). This finding
is supported by the fact that students in the same class interact
more often with themselves than with students in other classes
and that the same goes for same-grade students. Note also that
LargeNetVis only allows us to identify the school classes that are
found in a community through the node-link diagram. However,
this information is immediate with ZigzagNetVis’ colored barcode.

Regarding the second pattern (Fig. 11(a-b,II)), both layouts
were able to faithfully represent the continuous level of interactions
involving students in class 2B and their teacher (task T2). Once
again, note that the colored barcode already shows the school
class involved in the interactions. Regarding the third pattern, the
colored barcode highlights a component that contains students
from five different classes interacting with each other during
lunch break (Fig. 11(a,III)). When analyzing the node-link diagram
(Fig. 11(d)), we see several interactions between these students
during that period, i.e., the component is strongly connected (task
T1). In LargeNetVis, due to the nature of the community detection
algorithm, this strongly connected component was divided into
seven small communities, which impaired the finding of this
strongly connected group (see Fig. 11(b,III) and Fig. 11(e)).

Each layout has advantages and disadvantages depending on
the user task. We aimed to demonstrate that our approach compares
to well-validated visualizations, producing equally relevant results.

8 USER STUDY

8.1 Participants and Experiment setup
The experiment recruited 27 participants, including undergraduates
(9), Master’s students (6), Ph.D.s candidates (7), postdocs (2) and
professors (1). According to their self-reports, 4 participants had
advanced knowledge in graphs, 4 in visualization, 2 in TDA, and 3
in Informatics in Education. We conducted the experiment using the
think-aloud protocol, a common technique to obtain a more accurate
perception of the participants’ thoughts [12]. To avoid participants
being influenced by our presence and not mentioning negative
aspects, we explicitly asked them to highlight our approach’s
limitations. Before the experiment, we conducted a pilot study with
two participants not included in the final analysis.

8.2 Questionnaire
First, the participants were presented with a 7-minute video tutorial
that introduced the concepts of graph, temporal resolution, and
connected components, and explained the proposed layout and
system functionalities. The questionnaire was divided into four
main sections: (i) background and experience; (ii) a hands-on
experience with defined tasks; (iii) nine questions that address the
Primary and High School networks; and (iv) Likert-scale questions
to collect the participants’ feedback.

The questions were designed to evaluate layout perception, test
functionalities, find patterns, and freely explore the given networks.
First, we assessed comprehension of the basic functionalities
through hands-on experience, where we asked the participants
to open the Primary School network using the default configuration.
Then, we asked them to verbally describe the definitions of some
concepts necessary to understand the experiment (e.g., connected
components and temporal resolution) and to follow a set of 12
simple tasks (ST1-ST12) to check if they were familiarized with
the system’s functionalities (e.g., shortcuts and interaction features).
They were also asked to validate our visualization by exploring the
Primary School network with resolutions r = 76 (SQ1-SQ3) and
r = 154 (SQ4-SQ6), and the High School under r = 46 (SQ7-SQ9).
Due to time limitations, we focused on analyzing only these three
resolutions, all suggested by ZigzagNetVis using sliding-window
timeslicing. In addition, our focus on school networks aimed to
provide participants with familiar contexts for understanding nodes
and edges, which have the same meaning on both networks.

The SQ1-SQ9 questions were open questions in which we
guided the participants to identify specific patterns (SQ1-SQ3 and
SQ7-SQ8), asked them to compare the results of two resolutions
(SQ4, SQ5), and encouraged them to explore the system freely
(SQ6, SQ9). Finally, we evaluated the participants’ preferences for
ZigzagNetVis using a series of Likert-Scale questions (LQ1-LQ10)
and asked them to describe the positive and negative aspects of the
system. The complete description of the questions and expected
answers are available in the supp. material (Sec. D.1).

After preliminary tests, we fixed both filters for bars in 10
(recall Sec. 5.3) to avoid receiving too many different results,
which would hinder the analysis of the collected data.

8.3 Results

Hypotheses on data analysis. All participants answered at least
one of the points that we expected for each open question (SQ1-
SQ5, SQ7, SQ8). Also, during the experiment, we encouraged
participants to raise hypotheses that could justify specific patterns
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Fig. 12. Four patterns (I-IV) mentioned via SQ6 (Primary School, r = 154).
The colored barcode adopts bottom-based ordering.

considering a school environment. For instance, in question SQ1
(Primary School), we asked them to evaluate the relationship
between students and teachers from classes 4A, 5A, and 5B
(which form a connected component at some point, as shown in
Fig. 11(I)). All participants mentioned that class 4A was far from
the others. Furthermore, 62% of the participants identified that the
two subgroups (4A, 5A-5B) were linked by an edge that involved a
teacher; 37% noticed that this edge actually involves two teachers.
The hypotheses put forward to explain the strong interaction
between classes 5A and 5B mentioned that, since both classes
belong to the fifth grade (30% remembered this information), it
could be due to interdisciplinary events such as laboratory activity
(22%) or group studies (14.81%).

Exploratory analyses. We proposed questions where the par-
ticipants could freely explore the system and identify patterns
not described by other questions (SQ6, SQ9). More than 85%
of the participants mentioned new patterns or anomalies in their
exploratory analyses of the Primary School (SQ6), and 74% found
new ones in the High School network (SQ9). Among the patterns
and anomalies found, the most cited for the Primary School using
r = 154 were (Fig. 12): (I) merges and splits between related
students; (II) peaks of interaction in a short time period; (III) a
single connected component containing all students and teachers
(even though the teachers leave the network at some point); and
(IV) same-class students divided into two connected components.
Although this question was not designed to compare patterns
identified in different resolutions, most participants tried to compare
patterns visible with r = 154 with those from r = 76. For instance,
Fig. 9(A,D) illustrates that there are two connected components
around timestamp 710 when using r = 76, which is hidden in
the higher resolution (see Fig. 12(III)). About that, a participant
mentioned that “you can clearly see how patterns vary according
to the selected resolution when analyzing the primary school”.

The participants identified three common patterns in the second
exploratory question (SQ9, High School). The first refers to peaks
of activity in the same connected component over time (see
Fig. 13(I)). In the High School, there are also intervals where
all students merge into a single and highly connected component.
The participants could see that these intervals correspond to break
periods, lunch break, or group activities. The second pattern is
related to a small connected component just before a large peak
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Fig. 13. Three patterns (I-III) mentioned via SQ9 (High School, r = 46).
The colored barcode adopts bottom-based ordering.

(Fig. 13(II)). Based on the node-link diagram, there were just
a few connections between the students, which represented the
beginning of a group activity or a break. Finally, the third pattern
refers to connected components with varying lengths over time
but composed of single classes (Fig. 13(III)). According to the
participants, they allow one to see the class hours, but, contrary to
the primary school, where the number of students per component
is quite stable over time during classes (see Fig. 9), this network
presents classes with non-uniform activity over time.
Interactive features. We also validated the functionalities mainly
used to answer representative questions. In summary, the partici-
pants preferred to move timestamp markers rather than type new
timestamp values for the exploratory tasks. On average, the feature
used mainly in the node-link diagrams was zoom (41.48%), which
is justified by the small size of nodes and edges initially applied.
Not least, the similar rate of usage involving selection by label
(44.44%) and by component (41.48%) indicates that both were
appreciated. Please refer to the supp. material (Sec. D.2) for details.
Likert-scale questions and participants’ feedback. Fig. 14 shows
the participants’ assessments of the colored barcode’s (LQ1)
and node-link diagrams’ (LQ2) quality and usefulness, their
coordination and interaction (LQ3), and the system’s intuitiveness
and ease of use (LQ4), usefulness (LQ5), and response time
(LQ6). There were also questions related to specific tasks, such as
understanding the temporal evolution (LQ7), comparing structure
at different times (LQ8) or at node level (LQ9), and analyzing the
network under different resolutions (LQ10).

First, considering the negative evaluations, three participants
mentioned that the system was not intuitive (LQ4) because it lacked
a “help” button summarizing the main functionalities. Regarding
response time (LQ6), two users complained about loading time,
although the system’s interactions worked satisfactorily. One of the
experts added that “I can’t say about speed, for the tested datasets
I agree but generally I don’t know, it depends on the network size”.
At last, about the analysis under different resolutions (LQ10), two
participants considered that the comparison was difficult since it
depended on the memory load of the user.

Besides the negative evaluations, ZigzagNetVis achieved a 95%
of acceptance rate for the raised criteria (LQ1-LQ10), considering
the average agreement (29%) and strong agreement (66%) rates.
Several participants raised positive points about the system and
colored barcode, claiming that “The proposed system is simpler
and more efficient in analyzing temporal networks than the other
tools I know”, and “the colored barcode is great (pretty and
very interesting), both for the color distinction and the subtlety of
increases and decreases in a bar over time”. For another participant,
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Fig. 14. Participants’ feedback using a Likert scale.

“It is the union of both views (colored barcode and node-links) that
is most useful. Each alone would not allow us to understand well
what is happening”. At last, one expert complemented that “the
barcodes are very good for quickly visualizing long interactions,
while the node-link diagrams allow you to understand to what
degree these interactions are happening”.

It should be noted that we tested the system with two colorblind
participants, who validated that there were enough features (such
as tooltips, different color scales, and interactive color legend) to
perform all tasks without hindering the analyses. Finally, some
participants suggested improvements already incorporated, such as
the selection of multiple labels, improvements in readability (e.g.,
better contrast in menus) and the mentioned “help” button.

9 ANALYSIS OF THE SUGGESTED RESOLUTIONS

This section is devoted to the analysis of the resolutions suggested
by ZigzagNetVis’ methodology. We aim to demonstrating empiri-
cally that these suggestions are relevant. As mentioned in Sec. 2,
few studies have tackled the problem of choosing a resolution.
In particular, no reference data sets are available. As a means of
comparison, we will use, for each of the temporal graphs considered
in this paper, the resolutions used in the literature — that we stress
are mainly chosen “by hand”. However, a direct comparison cannot
be made. Indeed, as pointed out in Sec. 4.1, one cannot define
“optimal” resolutions, but rather meaningful ranges of resolutions.
Consequently, to assess the quality of ZigzagNetVis’ suggested
resolutions, one must analyze them qualitatively by understanding
the behaviors of the corresponding dynamic graphs and comparing
them with the literature. This study will be conducted in Sec. 9.1, in
particular using the visual tool provided by the bottleneck distance.
In Sec. 9.2, we extend this study by comparing our suggestion
curves with commonly used feature of temporal graphs, revealing
when they coincide and when they complement each other.

9.1 Visual justification with colored barcodes

Visualization of suggested values. Tab. 1 presents the resolutions
suggested by our approach, using sliding-window timeslicing and
considering eight different graphs of varying characteristics and
sizes. The corresponding normalized suggestion curves are shown
in Fig. 6 of our supp. material. To construct the curves for these
eight temporal graphs, we used, respectively, a maximal time
of 2000, 2000, 2000, 20000, 1300, 1400, 3000, and 1000, and
resolutions up to a quarter of these values. Note that the maximal
time for Primary and High Schools covers the first day, as in Sec. 6.

Fig. 15 shows the colored barcodes for four networks in Tab. 1
to emphasize the usefulness of both the resolution suggestion
method and this visualization in assisting the analysis of real-world
networks. The colored barcodes exhibit the entire graphs, except

TABLE 1
Suggested resolutions for eight distinct networks.

Network Suggested resolutions Used in the literature
Primary School [23] 8, 18, 76, 154, 282 10 [67], 25 [47]
High School [40] 8, 12, 46, 92, 104 18 [63], 180 [25], 45 [68]
Hospital [64] 14, 26, 32, 74, 352 {9, 45, 60, 90} [33], [35], 69 [50]
InVS [24] 66, 148, 158, 164, 202 —
Museum [27] 6, 12, 36, 52, 320 1 [49]
Enron [29] 6, 12, 24, 36, 68 1 [21], [36], [62], 2 [47], 5 [50],

{1, 7, 15, 30, 90, 180} [44],
{1, 5, 12} [58]

Conference [27] 12, 22, 30, 42, 224 30 [21]
Sexual [52] 6, 160, 186, 226, 240 1 [49]

for the InVS network (Fig. 15(c)), which shows only the first day
of data to better present the visual pattern we want to discuss.

Even though the Enron network (Fig. 15(a)) does not provide
node metadata, it is easy to identify global patterns that do not
rely on such information, for example, the gradual increase in
the number of connections and node activity over time [29]. The
increasing size of the main connected component, followed by an
abrupt decrease near the end of the network, is related to important
events in the context of these network data, including the CEO
resignation and bankruptcy. Temporal patterns related to circadian
rhythms can also be identified in face-to-face networks, as shown
in Fig. 15(b) for the Hospital network [64]. We can easily identify
intervals with bursts of events (five days) followed by intervals
with few or no interaction (four nights).

Incorporating node metadata greatly improves network analysis
by allowing us to observe local patterns in the data. In the InVS
network [24], for example, most connected components contain
only nodes that share the same label (in this case, employees of
the same department), as illustrated in Fig. 15(c). That makes
sense in the context of this network, as most of the employees are
of type “residents”, i.e., they interact mainly with others in their
own department. This is a pattern we do not observe in the Sexual
network [52] (Fig. 15(d)). Since it is a bipartite graph, all connected
components will have at least one node from each label, i.e., a
buyer and a seller. Note that the Sexual network is much larger
than the others we have considered. Its original form (resolution 1)
contains 12,157 nodes, 34,060 edges, and 1,000 timestamps, each
representing a 1-day interval [52].

Resolutions used in the literature. In general, studies that analyze
temporal graphs use resolution directly or indirectly. Some focus on
comparing different resolutions [44], [47], [58], while others select
arbitrary resolutions according to the analysis needs [50], [62],
[68]. For instance, some works prioritize high resolution values for
global pattern identification [25], [68], while others focus on small
ones and local patterns [21], [49], [62]. Note that ZigzagNetVis
suggests resolutions suitable for both types of analysis (Tab. 1).

Tab. 1 summarizes our suggested resolutions and others used
in literature for eight popular graphs. For the well-known Enron
network [29], while some studies use the original resolution r = 1
as an arbitrary value to perform local analyses [21], [36], [62],
others compare resolutions coming from a small set of arbitrary
values [44], [58]. For example, Sulo et al. [58] analyze this network
under resolutions r = 1, r = 5, and r = 12, highlighting the different
patterns each resolution allows one to identify. According to the
authors, the pattern “CEO resignation” is easily identified when
adopting resolutions between 4 and 7 [58]. Note that ZigzagNetVis
suggested resolutions r = 6 (therefore included in the mentioned
“good-quality” range) and r = 12 (a resolution also used by the
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Fig. 15. Colored barcodes with bottom-based ordering for four networks from Tab. 1. (a) Enron with r = 6. (b) Hospital with r = 74. (c) InVS with
r = 66. (d) Sexual with r = 6. All resolutions adopted were suggested by our method (see Tab. 1). There is no component filtering except for the
Sexual network (f), whose colored barcode shows only components with at least 10 node members and a duration of at least 10 timestamps.

authors). The suggestion of a resolution that matches exactly the
one used by previous studies also occurred with the Conference
network (r = 30, as depicted in Tab. 1).

As another example, some studies mention the same circadian
rhythm pattern discussed in Fig. 15(b) for the Hospital network,
i.e., days with bursts of activity and idle nights [33], [35], [50].
ZigzagNetVis and these studies allow one to identify this pattern,
even though they use different but close resolution values. Our
method also suggests a resolution many times greater than those
used in the literature for this network (r = 352). This is probably
the resolution in which the idle intervals are lost. In general, our
approach suggests resolutions that are close to those used by the
related literature. In addition, it can also suggest other resolution
values that potentially lead to unexplored visual patterns.

Resolution comparison and explainability. As discussed in
Sec.2.3, the bottleneck distance offers a clear interpretability.
Namely, the distance dB(B,B′) between two barcodes is always
caused by a pair of bars or a bar alone, that is, such that the
cost of this pair, or of this bar alone, is equal to the distance.
Consequently, highlighting these bars allows us to observe precisely
where the barcodes differ the most. This is particularly useful for
understanding the suggested resolutions of ZigzagNetVis.

Taking into account the first day of the Primary School network,
the algorithm suggests resolution r = 8 (see Tab. 1). The resolution
just before this one is r = 6, since sliding-window timeslicing
only accepts even values of resolutions. In order to visualize what
structural change has occurred between resolutions 6 and 8, we
show in Fig. 16(a,b) the corresponding colored barcodes, while
highlighting the pair of bars that provoked the bottleneck distance.
As we can see, when going from r = 6 to r = 8, a large bar is
formed, which lasts throughout the observation period. Please refer
to the supp. material (Sec. C.2.2) for other networks.

Classification of structural changes. A manual analysis of the
resolutions suggested by ZigzagNetVis compels us to classify the
structural changes into three categories. The first category contains
the initial resolutions. We have observed, in the suggestion curves,
the phenomenon of a chaotic start, followed by a relatively flat
phase. These resolutions correspond to critical points indicating the
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Fig. 16. Visualization of the bottleneck distance for the first day of the
Primary School. (a-b) r = 6 and r = 8 showing only bars with height larger
than 50. Highlighted components represent the bars that differ the most
between these two resolutions, according to the bottleneck distance.

formation of the first persisting connected component. A second
type of easily identifiable structural change is that of the connection
between days of the temporal graph. At the critical resolution
connecting two consecutive days, assuming no activity is recorded
during the night, the suggestion curve shows a significant peak.
The last group of resolutions generally contains those that cause a
persistent connected component to merge with a larger one.

This classification allows, at least heuristically, to divide the
range of resolutions into three intervals: a chaotic start, followed
by a range where the resolution curve only exhibits relevant peaks,
and at last a few values caused by the merging of the days. This
observation can be used when the user, through manual inspection,
seeks relevant resolutions to study. We stress that the last case is
not observed in the figures the Primary and High School networks,
since we selected resolutions smaller than the length of a night.

9.2 Comparison with other features
We now compare our novel method with existing techniques. In
the literature, features of temporal graphs are of two sorts: either
they are features of (non-temporal) graphs, adapted to the temporal
case by taking their mean of their list over all the snapshots, or
they directly depend on the temporal structure [44], [54].
Geometric and topological features of snapshots. Let G be a
temporal graph to which we apply a sliding-window timeslicing of
resolution r. Given a snapshot Gt , we consider:
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Fig. 17. Suggestion curve and derivative of the mean snapshot features
for the networks Primary School (top) and High School (bottom). The x
axis represents the resolution values. The curves are normalized, and a
few interesting values are highlighted with a dashed line.

• its number of nodes and edges, denoted N(t) and E(t),
• its density D(t) = 2E(t)/(V (t)(V (t)−1)),
• its number of connected components CC(t),
• the mean degree MD(t) of its nodes,
• its transitivity T (t), defined the ratio between the number of

triangles and triads (i.e., pairs of edges sharing a vertex).
Taking the mean value of such a feature over all times t yields
a feature of the temporal graph G. We denote them respectively
N(r), E(r), D(r), CC(r), MD(r) and T (r), making explicit the
dependence on the resolution.

Note that, when increasing the resolution r, the features N(r),
E(r) and D(r) increase. That is, they are non-decreasing functions.
In general, we except that abrupt changes in these values reflect the
fact that the temporal graph exhibits a new behavior. To visualize
such changes, one can plot these curves or, more efficiently, their
derivative. These curves are represented in Fig. 17 for the Primary
and High School networks, and in Fig. 8 of our supp. material
for the other graphs. Since we are only interested in the peaks or
qualitative behaviors of these curves, and not their absolute values,
we normalize them so that their maxima equals one. In order to
ease the reading, the x-axis is divided in two windows, and the
curves are normalized both times.

A manual inspection of these curves allows us to compare them
with our suggestion curve. For instance, in the Primary School
Network, one sees that the first peak, at r = 8, corresponds to the
global maximum of the derivative of the number of connected
components. Besides, the peak at resolution 154 seems to appear
simultaneously as the transitivity curve shows a constant derivative.

Similar observations can be made on the High School network.
The peaks of our suggestion curve found at resolutions 46, 204, and
216 correspond, respectively, to global maxima of the derivative
of the number of connected components, transitivity, and density.
Besides, the peaks at resolutions 12 and 56 correspond, respectively,
to a global minimum of the derivative of the number of connected
components and a significant local maximum of the transitivity.

These observations suggest that our curve captures information
coming from various features of graphs. However, some peaks
remain unexplained, and hence we will study other features in
the paragraphs below. It must also be noted that certain features’
peaks do not correspond to a peak of the suggestion curve. This
may be caused by the fact that the suggestion curve, based on the
homology group H0, is blind to certain purely geometric properties
of graphs, and works only in terms of connected components.

Distribution of features of snapshots. Instead of taking the
average value of a feature over all the snapshots, we can compare
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Fig. 18. Consecutive distances between the distribution of the snapshot
features for the networks Primary School (top) and High School (bottom).
The x axis represents the resolution values. The curves are normalized,
and a few interesting values are highlighted with a dashed line.

their distribution over time. To do so, we consider the entire curves

fN,r : t 7→ N(t), fE,r : t 7→ E(t), etc.

Given two consecutive resolutions r and r+2, we compare these
curves via their ℓ2-norm

∥ fN,r− fN,r+2∥2, ∥ fE,r− fE,r+2∥2, etc.

These are functions of r, on which we expect to observe abrupt
changes in the graph’s behavior. These curves are represented in
Fig. 18 for the Primary and High School networks and in Fig. 9 of
our supp. material for the other graphs.

As before, one draws correspondences between the suggestion
curve and these features. For example, on the Primary School
network, the first suggested resolution, r = 8, happens precisely
during an abrupt change in the derivative of all the curves. Besides,
the two peaks at resolutions 120 and 154 delimit the only interval
where the curve of transitivity increases and then decreases. This
last correspondence has already been observed in the last paragraph
while considering the mean transitivity of the temporal graph.

In a similar fashion, on the High School network, one observes
that the selected resolution 46 corresponds to an abrupt change in
the curve built from transitivity. In a few words, comparing the
distribution of the snapshot features offers compatible but also
complementary information to the average values alone.

Global features. Lastly, we consider features of dynamic graphs
that do not come from features of snapshots. Given a temporal
graph G, timesliced at a resolution r, we consider:
• its burstiness B(r) and average lifecycle LC(r), defined in [53].
• its stability S(r) and fidelity F(r), defined in [15].

Moreover, we will also consider the total persistence T P(r) of its
corresponding zigzag persistence module, defined as the quadratic
mean of the length of its bars. Finally, we will employ the curve
MDS(r) defined in [25]. It consists of the multidimensional scaling
(MDS) in dimension 1, whose input is the set of bottleneck
distances between the persistence barcodes of the temporal graph
for all the resolutions considered. These curves are represented in
Fig. 19 for the Primary and High School networks and in Fig. 10
of our supp. material for the other graphs.

On all the graphs, one observed a high correlation between our
suggestion curve and the curves of MDS and total persistence. This
is expected since all these features are related to the persistence
barcodes of the zigzag modules. We also observe that the peak at
r = 18 of our suggestion curve for the Primary School corresponds
to a global minimum of the lifecycle. The same occurs with r = 12
for the High School network.
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Fig. 19. Global features as functions of the resolution parameter, for the
networks Primary School (top) and High School (bottom). The x axis
represents the resolution values. The curves are normalized, and a few
interesting values are highlighted with a dashed line.

Regarding stability and fidelity, we observe that the curves
r 7→ S(r) and r 7→ F(r) are convex and no abrupt change can
be observed. Instead, we consider a relevant feature that can be
defined from them: the point of intersection between the normalized
stability and the inverse of the normalized fidelity reveals the
resolution value that balances the best between these antagonists’
values. The resolutions suggested by this strategy are r = 24 and
r = 12 for the Primary and High School, respectively. Note that
ZigzagNetVis also suggests r = 12 for the High School.

In conclusion of this section, the peaks of the suggestion curve
can, most of the time, be mapped to peaks or bumps of other
features in the literature. We stress that our analysis does not reveal
the exact nature of this connection; we simply showed how the
suggestion curve can be understood as related to other features.

10 DISCUSSION AND LIMITATIONS

Timeslicing. ZigzagNetVis is not designed for graphs with con-
tinuous real-valued timestamps as timeslicing approaches fail
to represent these graphs faithfully [34]. Considering graphs
with discrete times, we have described two uniform timeslicing
approaches that may be used with ZigzagNetVis: partition and
sliding-window-based. Regardless of the chosen approach, the
suggested resolution is a global and static value that is used to
represent the entire graph. In future work, we intend to investigate
whether non-uniform timeslicing would lead to better results.

Visual scalability. Our colored barcode is better suited for small to
mid-size graphs, in terms of the number of timestamps or connected
components (even though too few and large components also hinder
the analysis). Although we provide filters and interactions that help
with large networks, we intend to improve our visual scalability to
better meet this type of network. Specifically, we plan to extend the
representation to deal with more timestamps and components, e.g.,
by collapsing/expanding based on the graph dynamics. We also
intend to incorporate sampling strategies and more sophisticated
filters, e.g., based on structural properties such as the strength of
the connected components or edge weights (explicit or inferred).

Resolution comparison. Some participants would also like to
simultaneously compare suggested resolutions with each other and
with non-suggested ones. Although one could open the system
many times or perform a side-by-side comparison using multiple
instances of the system, we believe that incorporating such a
capability into our system would enhance the identification of
patterns coming from different resolutions, help users to understand
and follow changes that regions of interest suffer when varying

resolutions (recall Sec. 9.1), and also increase the user’s confidence
in the suggestions or reveal room for improvement in the suggestion
procedure, e.g., by incorporating user feedback.

Zigzag persistent homology. Through the lens of homology, all
connected components are treated identically, regardless of the
number of nodes they contain. Consequently, in extreme cases, a
structural change in the temporal network can be provoked by a
single node. Since this situation might not be convenient for the
analysis of large networks, where relevant features are commonly
understood as those involving many nodes, we intend to design
and adopt a variation of the bottleneck distance that would take
into account the number of nodes. Besides, our work focused on
homology H0. The inclusion of higher topological features, such
as in [42], may contain further relevant information, that we intend
to add in future works. Not least, we adopted in this work a simple
peak detection via their prominence, which is well established
and easy to interpret. In a follow-up study, we intend to test more
sophisticated approaches, for example, peak detection via Z-scores,
or TDA-inspired techniques based on peaks’ persistence.

Running time. Tab. 1 in our supp. material shows that, in practice,
the most time-consuming step of our algorithm is the computation
of m persistence diagrams, m being the number of resolutions
tested. To reduce this cost, we could take advantage of the fact
that two consecutive resolutions should yield barcodes close to
each other; an idea known as updating barcodes [19]. Although we
have not investigated this aspect further, since the running times
obtained empirically were satisfactory, such a technique could open
the door to larger-scale graphs.

Visual improvements and new features. Based on feedback from
reviewers and participants, we’ve added new features to the system
prototype: a center-based component positioning, merge/split visual
representation, and a table with quantitative measurements for
suggested resolutions. While participants did not test these features,
they do not directly affect the results outlined in this paper.

11 CONCLUSION

This paper presented ZigzagNetVis, a methodology that suggests
potentially relevant temporal resolutions for graph analysis using
zigzag PH, a well-established technique from TDA, and the tool
system that implements it. Our methodology can be summarized
as follows. First, we build persistence barcodes for candidate
resolutions. Then, we compute the bottleneck distance between
pairs of barcodes and build a suggestion curve based on the distance
values. Finally, we suggest resolutions based on the curve’s peaks.
ZigzagNetVis also incorporates a timeline-based visualization
inspired by the persistence barcodes of TDA. Our visualization
assists researchers and practitioners in exploring temporal graphs
by highlighting the connected components’ structure and evolution.
We validated ZigzagNetVis and our web-based and interactive
system prototype through a usage scenario and a user study with
27 participants, who assessed its usefulness and effectiveness.
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[8] C. Bodnar, C. Cangea, and P. Liò. Deep graph mapper: Seeing graphs
through the neural lens. Front. Big Data, 4, 2021. doi: 10.3389/fdata.2021
.680535

[9] U. Brandes. Force-Directed Graph Drawing, pp. 1–6. Springer US,
Boston, MA, 2008.

[10] M. Brehmer and T. Munzner. A multi-level typology of abstract
visualization tasks. IEEE Trans. Visual Comput. Graphics, 19(12):2376–
2385, 2013. doi: 10.1109/TVCG.2013.124

[11] G. Carlsson and V. De Silva. Zigzag persistence. Found. Comput. Math.,
10(4):367–405, 2010.

[12] S. Carpendale. Evaluating information visualizations. Information
visualization: Human-centered issues and perspectives, pp. 19–45, 2008.

[13] F. Chazal, L. J. Guibas, S. Y. Oudot, and P. Skraba. Persistence-based
clustering in riemannian manifolds. J. ACM, 60(6):1–38, 2013.

[14] F. Chazal and B. Michel. An introduction to Topological Data Analysis:
fundamental and practical aspects for data scientists. Front. Artif. Intell.,
4, 2021.

[15] A. Chiappori and R. Cazabet. Quantitative evaluation of snapshot graphs
for the analysis of temporal networks. In R. M. Benito, C. Cherifi,
H. Cherifi, E. Moro, L. M. Rocha, and M. Sales-Pardo, eds., Complex
Networks & Their Applications X, pp. 566–577. Springer International
Publishing, Cham, 2022.

[16] A. Clauset and N. Eagle. Persistence and periodicity in a dynamic
proximity network. arXiv preprint arXiv:1211.7343, 2012.

[17] R. K. Darst, C. Granell, A. Arenas, S. Gómez, J. Saramäki, and
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