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A DEFINITION OF BOTTLENECK DISTANCE

The most common distance between barcodes B and B′ is the bot-
tleneck distance, defined as follows. First, we say that a subset
C ⊂ B×B′ is a partial correspondence if for any bar b ∈ B (resp.
b′ ∈ B′) there exists at most one bar b′ ∈ B′ (resp b ∈ B) such that
(b,b′)∈C. Next, the cost of a matched pair of bars (b,b′)∈C is defined
as the maximum difference between their endpoints. A bar b ∈B (resp.
b′ ∈B′) for which there is no b′ ∈B′ (resp b∈B) such that (b,b′)∈C
is said unmatched, and its cost is defined as its half-length. The cost
of the partial correspondence C is defined as the maximal costs of its
matched and unmatched bars. Last, the bottleneck distance, denoted
dB(B,B′), is defined as the minimal cost of a partial correspondence:

dB(B,B′) = inf
C

max
{

sup
(b,b′)∈C

∥b−b′∥∞, sup
(b,·)/∈C

∥b∥∞, sup
(·,b′)/∈C

∥b′∥∞

}
.

It is interesting to note that, by definition, this distance is either equal
to ∥b− b′∥ for a pair of bars (b,b′) ∈ B×B′, or to ∥b∥ for a single
bar b ∈ B∪B′. That is to say, the bottleneck distance is caused either
by a pair of bars, or by a bar alone. Identifying this cause allows us to
derive an explainability pipeline, in Sec. 9 of the main document.

B METHODOLOGY DETAILS

When studying temporal graphs, two common uniform timeslicing
methods are employed. The first one, partition timeslicing, consists of
choosing a multiple αr0 of the initial resolution and subdividing the
time by stacking intervals of length αr0. It is employed, for instance,
in LargeNetVis [7]. The other one, sliding-window timeslicing, is ob-
tained by allocating to each edge an activation window of semilength
αr0, as used in [9]. In practice, we observed that our resolution sugges-
tion method, described in the main document (Sec. 4.2), gives better
results when considering sliding-window timeslicing. The partition
timeslicing suffers from instability, which we will exemplify here.

B.1 Instability of partition timeslicing
Consider a temporal graph that is made of only two nodes. Let the time
interval [0,T ] be subdivided as [0, t1]∪ [t1, t2]∪ [t2,T ], and suppose that
the edge is active only on [0, t1] and [t2,T ]. Let r = αr0 be a multiple
of the initial resolution such that r < t2 − t1 < 2r. By applying partition
timeslicing, a whole interval [kr,(k+ 1)r] may be included in [t1, t2].
Since no edge is active in this interval, we obtain a graph Gk that is
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Fig. 1. From top to bottom: a temporal graph, and the barcodes obtained
for three consecutive resolutions, using the partition timeslicing. The two
bars of the barcode get glued and cut again, showing the instability of
this timeslicing method.

Fig. 2. Normalized suggestion curve for partition timeslicing in the Pri-
mary School network. We observed that the peaks witness an alternation
of the barcode between having a large bar and two smaller bars. The x
and y axes represent the resolution values and the consecutive bottle-
neck distance, respectively.

empty. Hence the barcode consists of two bars, the barcode being
empty on the interval [t1, t2]. However, if by chance no [kr,(k+1)r] is
included in [t1, t2], then the barcode will consist of only one bar. The
situation is depicted in Fig. 1.

In practice, we have observed that increasing the resolution slightly
allows us to go from one situation to the other and vice versa. A con-
crete example for the Primary School network is given in Fig. 2. We
observed that most of the peaks correspond to the same bar of the
barcode, which gets cut and merged again. In this case, our resolution
selection method will detect all these critical resolution values. To ana-
lyze the graph, we would rather have detected this change in behavior
only once.

The sliding-window timeslicing, in contrast, does not exhibit this
problem. Indeed, the activation windows’ length on each edge grows
monotonically. Therefore, for our main paper’s analyses, experiments,
and illustrations, we choose to use the sliding window method. The
only exception is when we compare our ZigzagNetVis approach with
LargeNetVis [7] (see Sec. C.4 in this document). This is because, as
mentioned earlier, LargeNetVis employs partition timeslicing.

B.2 Visual comparison of timeslicing methods
Given the first day of the Primary School network (recall Sec. 6 from
the main document), Fig. 3 illustrates our colored barcode created using
partition (Fig. 3(a)) and sliding window timeslicing (Fig. 3(b)). While
the partition presents a smoother representation, the sliding window
faithfully represents the activity variation over time. In the case of the
partition, the number of connected components is computed only at
each partition, equivalent to layouts representing the activity in grouped
timestamps or timeslices, such as the LargeNetVis’s Global View [7].



In contrast, the number and evolution of the connected components
are highly dynamic when using sliding windows due to the quick
identification of temporal events such as grows, merges, splits, and
disappearances.
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Fig. 3. Comparing colored barcodes using the first day of the Primary
School network for (a) partition and (b) sliding window timeslicing. Both
cases use the suggested resolution r = 154 and filter out components
with less than 10 node members and 10 timestamps of duration.

C ADDITIONAL EXPERIMENTS

C.1 Visual comparison of filtering options
Fig. 4 compares the colored barcode without filtering connected com-
ponents (Fig. 4(a)) with the one after filtering out components with
less than 10 nodes and 10 timestamps of duration (Fig. 4(b)). The
dataset used is the first day of the Primary School with resolution r = 6.
Although the colored barcode without filtering faithfully represents
all active connected components in every timestamp, this layout leads
to a high level of visual clutter, hindering the analyses. Focusing on
large connected components leads to important regions of interest and
improves the scalability of the approach. The minimum number of
nodes and duration a component must have are currently user-defined
thresholds; we believe further investigation may lead to a method that
automatically suggests suitable values.

C.2 Suggested resolutions
C.2.1 Resolution curves
As mentioned in Sec. 9 of the main document, Fig 10 depicts the
normalized suggestion curves for the networks Primary School, High
School, Hospital, InVS, Museum, Enron, Conference, and Sexual.

C.2.2 Comparison of resolutions
As also studied in Sec. 9 of the main document, Fig 11 shows the
bars that differ the most when considering two selected resolutions,
according to the bottleneck distance. The figure considers the networks
Hospital, InVS, Museum, Enron, Conference, and Sexual. To see the
bars that differ the most in the Primary School, please refer to Fig. 16
of the main document.

C.2.3 Comparison with other features
We now compare our novel method with existing techniques. In the
literature, features of temporal graphs are of two sorts: either they are
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Fig. 4. Comparing the colored barcodes for the Primary School network
using sliding window: (a) without filtering and (b) after filtering out compo-
nents with less than 10 nodes and 10 timestamps of duration. Adopted
resolution: r = 18.

features of (non-temporal) graphs, adapted to the temporal case by
taking their mean of their list over all the snapshots, or they directly
depend on the temporal structure [10, 13].
Geometric and topological features of snapshots. Let G be a tempo-
ral graph to which we apply a sliding-window timeslicing of resolution
r. Given a snapshot Gt , we consider:

• its number of nodes and edges, denoted N(t) and E(t),

• its density D(t) = 2E(t)/(V (t)(V (t)−1)),

• its number of connected components CC(t),

• the mean degree MD(t) of its nodes,

• its transitivity T (t), defined the ratio between the number of
triangles and triads (i.e., pairs of edges sharing a vertex).

Taking the mean value of such a feature over all times t yields a feature
of the temporal graph G. We denote them respectively N(r), E(r),
D(r), CC(r), MD(r) and T (r), making explicit the dependence on the
resolution.

Note that, when increasing the resolution r, the features N(r), E(r)
and D(r) increase. That is, they are non-decreasing functions. In
general, we except that abrupt changes in these values reflect the fact
that the temporal graph exhibits a new behavior. To visualize such
changes, one can plot these curves or, more efficiently, their derivative.
These curves are represented in Fig. 5 for the Primary and High School
networks, and in Fig. 12 for the other graphs. Since we are only
interested in the peaks or qualitative behaviors of these curves, and not
their absolute values, we normalize them so that their maxima equals
one. In order to ease the reading, the x-axis is divided in two windows,
and the curves are normalized both times.

A manual inspection of these curves allows us to compare them with
our suggestion curve. For instance, in the Primary School Network, one
sees that the first peak, at r = 8, corresponds to the global maximum
of the derivative of the number of connected components. Besides, the
peak at resolution 154 seems to appear simultaneously as the transitivity
curve shows a constant derivative.

Similar observations can be made on the High School network. The
peaks of our suggestion curve found at resolutions 46, 204, and 216
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Fig. 5. Suggestion curve and derivative of the mean snapshot features
for the networks Primary School (top) and High School (bottom). The x
axis represents the resolution values. The curves are normalized, and a
few interesting values are highlighted with a dashed line.
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Fig. 6. Consecutive distances between the distribution of the snapshot
features for the networks Primary School (top) and High School (bottom).
The x axis represents the resolution values. The curves are normalized,
and a few interesting values are highlighted with a dashed line.

correspond, respectively, to global maxima of the derivative of the
number of connected components, transitivity, and density. Besides,
the peaks at resolutions 12 and 56 correspond, respectively, to a global
minimum of the derivative of the number of connected components and
a significant local maximum of the transitivity.

These observations suggest that our curve captures information com-
ing from various features of graphs. However, some peaks remain
unexplained, and hence we will study other features in the paragraphs
below. It must also be noted that certain features’ peaks do not corre-
spond to a peak of the suggestion curve. This may be caused by the fact
that the suggestion curve, based on the homology group H0, is blind to
certain purely geometric properties of graphs, and works only in terms
of connected components.
Distribution of features of snapshots. Instead of taking the aver-
age value of a feature over all the snapshots, we can compare their
distribution over time. To do so, we consider the entire curves

fN,r : t 7→ N(t), fE,r : t 7→ E(t), etc.

Given two consecutive resolutions r and r+2, we compare these curves
via their ℓ2-norm

∥ fN,r − fN,r+2∥2, ∥ fE,r − fE,r+2∥2, etc.

These are functions of r, on which we expect to observe abrupt changes
in the graph’s behavior. These curves are represented in Fig. 6 for the
Primary and High School networks and in Fig. 13 for the other graphs.

As before, one draws correspondences between the suggestion curve
and these features. For example, on the Primary School network, the
first suggested resolution, r = 8, happens precisely during an abrupt
change in the derivative of all the curves. Besides, the two peaks at
resolutions 120 and 154 delimit the only interval where the curve of
transitivity increases and then decreases. This last correspondence has
already been observed in the last paragraph while considering the mean
transitivity of the temporal graph.
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Fig. 7. Global features as functions of the resolution parameter, for the
networks Primary School (top) and High School (bottom). The x axis
represents the resolution values. The curves are normalized, and a few
interesting values are highlighted with a dashed line.

In a similar fashion, on the High School network, one observes
that the selected resolution 46 corresponds to an abrupt change in the
curve built from transitivity. In a few words, comparing the distribution
of the snapshot features offers compatible but also complementary
information to the average values alone.

Global features. Lastly, we consider features of dynamic graphs that
do not come from features of snapshots. Given a temporal graph G,
timesliced at a resolution r, we consider:

• its burstiness B(r) and average lifecycle LC(r), defined in [12].

• its stability S(r) and fidelity F(r), defined in [1].

Moreover, we will also consider the total persistence T P(r) of its
corresponding zigzag persistence module, defined as the quadratic
mean of the length of its bars. Finally, we will employ the curve
MDS(r) defined in [4]. It consists of the multidimensional scaling
(MDS) in dimension 1, whose input is the set of bottleneck distances
between the persistence barcodes of the temporal graph for all the
resolutions considered. These curves are represented in Fig. 7 for the
Primary and High School networks and in Fig. 14 for the other graphs.

On all the graphs, one observed a high correlation between our
suggestion curve and the curves of MDS and total persistence. This is
expected since all these features are related to the persistence barcodes
of the zigzag modules. We also observe that the peak at r = 18 of
our suggestion curve for the Primary School corresponds to a global
minimum of the lifecycle. The same occurs with r = 12 for the High
School network.

Regarding stability and fidelity, we observe that the curves r 7→ S(r)
and r 7→F(r) are convex and no abrupt change can be observed. Instead,
we consider a relevant feature that can be defined from them: the point
of intersection between the normalized stability and the inverse of
the normalized fidelity reveals the resolution value that balances the
best between these antagonists’ values. The resolutions suggested by
this strategy are r = 24 and r = 12 for the Primary and High School,
respectively. Note that ZigzagNetVis also suggests r = 12 for the High
School.

In conclusion of this section, the peaks of the suggestion curve can,
most of the time, be mapped to peaks or bumps of other features in the
literature. We stress that our analysis does not reveal the exact nature
of this connection; we simply showed how the suggestion curve can be
understood as related to other features.

C.2.4 Comparison with Wasserstein distance

As discussed in the Sec. 4.2 of our article, in the context of PH, a
concurrent distance to the bottleneck is the Wasserstein distance. We
represent in Fig. 9 the suggestion curves obtained from the Wasser-
stein distance, on the Primary School dataset, for orders 1, 2 and 10.
The five suggested resolutions are respectively {18,40,64,154,282},
{8,18,40,154,282} and {8,18,146,154,282}. This is to be compared
with the resolutions {8,18,76,154,282} obtained with the bottleneck
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Fig. 8. Comparison between (a) ZigzagNetVis with bottom-based order-
ing and (b) LargeNetVis highlighting three distinct patterns (I-III) in the
Primary School network.

Fig. 9. Normalized suggestion curves with sliding-window timeslicing and
Wasserstein distance, for the network Primary School. The distance is
computed respectively with order 1, 2 and 10. The x and y axes represent
the resolution values and the consecutive Wasserstein distances.

distance (Fig. 10(Primary School)). Although yielding similar resolu-
tions, the peaks of the suggestion curves obtained with the Wasserstein
distance appear smaller or less isolated than that of bottleneck distance.

C.3 Running times

Tab. 1 depicts our average running time of 10 executions for every
procedure, i.e., the average running time needed to open the dataset
(1), compute the suggestion curve (2), and compute the colored
barcode for a given resolution (3). The experiments were performed
on a personal computer with Intel(R) Core(TM) i5-8350U x 8 CPU
@ 3.60GHz, 16 GB RAM, and Ubuntu 22.10. The table considers
the eight networks and maximal time values from the main document,
Sec. 9.

C.4 Comparison with LargeNetVis

To further validate the colored barcode, we performed a direct compari-
son with LargeNetVis [7], an established approach to visualize large
temporal networks. To be coherent with the partition timeslicing used

Table 1. Running times in seconds for eight distinct networks.

Network Step 1 Step 2 Step 3
Primary School [2] 31 241 7
High School [8] 53 79 4
Hospital [14] 9 5 1
InVS [3] 3 5 1
Museum [5] 3 12 1
Enron [6] 10 78 5
Conference [5] 6 26 1
Sexual [11] 10 571 600

by LargeNetVis, we decided to use partition timeslicing in Zigzag-
NetVis as well (see Sec. B.2 for a visual comparison between partition
and sliding timeslicing). We also forced the number of timeslices in
LargeNetVis to be equal to the number of partitions in ZigzagNetVis
for a fair comparison.

Using the Primary School network, Fig. 8 shows a comparison
between our colored barcode and LargeNetVis’ Global View, also
showing node-link diagrams that support the comparison. The first
highlighted pattern refers to a single connected component on Zigza-
gNetVis containing students and teachers from three classes (4A, 5A,
5B) (Fig. 8(a,I)) and the two equivalent communities from LargeNetVis
(Fig. 8(b,I)). When analyzing the corresponding node-link diagrams
(Fig. 8(c)), we see that these two communities form a single connected
component thanks to a single edge (dotted in red) linking two teachers
(task T1). Also, we see that students from class 4A interact with each
other but not with the other two classes (5A and 5B); on the other
hand, students from 5A interact with students from 5B and vice-versa
(T1). This finding is supported by the fact that students in the same
class interact more often with themselves than with students in other
classes and that the same goes for same-grade students. Note also
that LargeNetVis only allows us to identify the school classes that are
found in a community through the node-link diagram. However, this
information is immediate with ZigzagNetVis’ colored barcode.

Regarding the second pattern (Fig. 8(a-b,II)), both layouts were able
to faithfully represent the continuous level of interactions involving
students in class 2B and their teacher (task T2). Once again, note that
the colored barcode already shows the school class involved in the in-
teractions. Regarding the third pattern, the colored barcode highlights a
component that contains students from five different classes interacting
with each other during lunch break (Fig. 8(a,III)). When analyzing the
node-link diagram (Fig. 8(d)), we see several interactions between these
students during that period, i.e., the component is strongly connected
(task T1). In LargeNetVis, due to the nature of the community detec-
tion algorithm, this strongly connected component was divided into
seven small communities, which impaired the finding of this strongly
connected group (see Fig. 8(b,III) and Fig. 8(e)).

Each layout has advantages and disadvantages depending on the
user task. We aimed to demonstrate that our approach compares to
well-validated visualizations, producing equally relevant results.

D USER STUDY

D.1 Complete questionnaire

The questionnaire used in the user study was originally written in Brazil-
ian Portuguese, in which all participants were fluent. The questions
were translated into English in this document.

Background and experience

• What is your age group? Choose one option: (i) Between 18 and
24 years old; (ii) Between 25 and 34 years old; (iii) Between 35
and 44 years old; (iv) Between 45 and 64 years old; (v) More than
65 years old;

• Are you aware of any visual difficulties you may have?

• What area is your education in (e.g., computer science, statistics)?



Fig. 10. Normalized suggestion curves, using sliding-window timeslicing, for the networks Primary School, High School, Hospital, InVS, Museum,
Enron, Conference, and Sexual, from left-to-right then top-to-bottom. The x and y axes represent the resolution values and the consecutive bottleneck
distance, respectively.
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Fig. 11. Visualization of the bottleneck distance for the networks Hospital, InVS, Museum, Enron, Conference, and Sexual, from left-to-right then
top-to-bottom. The x and y axes represent the resolution values and the consecutive bottleneck distance, respectively. Highlighted connected
components represent the bars that differ the most when considering the two selected resolutions, according to the bottleneck distance.

• What is your most relevant academic title/function? Choose one
option: (i) I’m an undergraduate student; (ii) I’m pursuing my
master’s degree; (iii) I’m a Ph.D. student/candidate; (iv) I’m a
postdoctoral researcher; (v) I’m a professor.

• What is your degree of prior knowledge in the Information Visu-
alization field? Choose one option: None, Basic, Intermediate,
and Advanced knowledge.

• What is your degree of prior knowledge in the Network Science
field? Choose one option: None, Basic, Intermediate, and Ad-
vanced knowledge.

• What is your degree of prior knowledge in the Topological Data

Analysis field? Choose one option: None, Basic, Intermediate,
and Advanced knowledge.

• What is your degree of prior knowledge in the Informatics in
Education field? Choose one option: None, Basic, Intermediate,
and Advanced knowledge.

• Briefly explain your experience with the above fields (Visualiza-
tion, Network Science, Topological Data Analysis, and Informat-
ics in Education).

Hands-on experience (ST1-ST12)
Given the Primary School network with default filters, perform the

following tasks:
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Fig. 12. Suggestion curve and derivative of the mean snapshot features for the networks Hospital, InVS, Museum, Enron, Conference, and Sexual,
from left-to-right then top-to-bottom. The x-axis represents the resolution values. The curves are normalized, and a few interesting values are
highlighted with a dashed line.
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Fig. 13. Consecutive distances between the distribution of the snapshot features, for the networks Hospital, InVS, Museum, Enron, Conference, and
Sexual, from left-to-right then top-to-bottom. The x-axis represent the resolution values. The curves are normalized, and a few interesting values are
highlighted with a dashed line.
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Fig. 14. Global features for the networks Hospital, InVS, Museum, Enron, Conference, and Sexual, from left-to-right then top-to-bottom. The x-axis
represents the resolution values. The curves are normalized, and a few interesting values are highlighted with a dashed line.



ST1 Select the students from class 3B on the colored barcode. Action:
Click on the desired barcode using the mouse’s left button.

ST2 Select the students from class 1B using the color legend. Action:
Click on the desired color legend label using the mouse’s left
button.

ST3 Remove all selection. Action: Click on a blank screen space using
the mouse’s right button.

ST4 Zoom in and zoom out on the colored barcode. Action: Scroll the
mouse wheel up (in) and down (out).

ST5 Go back to the default zoom level. Action: Click on a blank
screen space using the mouse’s right button.

ST6 Select the connected component that initiates with students from
classes 4A, 5A, 5B, and Teachers, and describe patterns and
behaviors perceived after visually analyzing that connected com-
ponent. Action: Find the connected component that contains the
students 4A, 5A, 5B, and Teacher and select it using the mouse’s
left button.

ST7 Select the timestamps 200, 300, and 400 by moving the timestamp
markers on the colored barcode. Action: Double-click on the
colored barcode to show the three timestamp markers and then
drag and drop each one to the desired position.

ST8 Select any connected component in any node-link diagram and
describe what occurs to it in the other two timestamps. Action:
First, select the flag “Select by connected components” and then
click on a node in the node-link diagram using the mouse left
button to select a specific component.

ST9 Remove all selections again and perform zoom-in and zoom-out
in any node-link diagram. Action: Click in the node-link diagram
using the mouse’s right button to reset the selection and use the
mouse wheel to perform zoom-in (up) and zoom-out (down).

ST10 Change the timestamp of the second node-link diagram (i.e.,
the one in the middle) from 300 to 350 by typing the new value.
Action: Type 350 on the textbox positioned in the middle node-
link diagram and click OK or press Enter to change the selected
timestamp.

ST11 Expand two node-link diagrams and position them side-by-side.
Action: Click on the expand button ( ) positioned on the top-left
portion of the node-link diagram, and drag and drop the opened
window to position it.

ST12 Define temporal resolution and give an example. Action: No
action is required in the system.

Six questions for the Primary School network (SQ1-SQ6)
Given the Primary School network with resolution r = 76 (SQ1-

SQ3), answer:

SQ1 Consider the bars and node-link diagrams that refer to the students
and teachers from the first and large connected component (i.e.,
the one containing students from classes 4A, 5A, 5B, and their
teachers). Around timestamp 50, how is the relationship between
students and teachers of different classes?

Expected answer: There is a strong relationship between the stu-
dents from class 5A and 5B and their respective teachers, forming
a cluster. Also, there is a strong relationship between the students
of class 4A and their teacher, forming a second cluster. These two
clusters connect to each other through a single edge involving two
teachers, leading to one connected component.

SQ2 Select three timestamps to compare: 640, 710, and 800. What
can you tell about the relationship between students and teachers
when comparing those three timestamps?

Expected answer: There was a strong relationship between all
students and teachers in the first timestamp (640). However, in the
next timestamp (710), the students were divided into two groups,
consisting of younger students (1A, 1B, 2A, 2B, and partially
3A) and older students (partially 3A, 3B, 4A, 4B, 5A, 5B), but
with no interaction from the teachers. At the last timestamp (800),
the students merged again and were highly connected, but again
without the presence of their teachers.

SQ3 Tell the classes that, at the beginning of their activities, were
increasing in size over time. Look only at the beginning of the
network (from the beginning until around timestamp 100).

Expected answer: Almost every class that is divided into a single
connected component has this behavior of starting with just a few
students and increasing this size over time.

Given the Primary School network with resolution r = 154 (SQ4-
SQ6), answer:

SQ4 Tell the classes that, at the beginning of their activities, were
increasing in size over time. Look only at the beginning of the
network (from the beginning until around timestamp 100). Notice
that this question was already answered for the same network but
using a different resolution.

Expected answer: In the case of this resolution, almost no class
has this pattern visible except for class 2B.

SQ5 Considering the last question, according to your perception, did
both resolutions lead to the same answer? In a negative case, why
do you think the answers differed for the two distinct resolutions?

Expected answer: No, both resolutions had very different answers.
In the case of the smaller resolution (r = 76), many components
followed this behavior (increasing size over time). On the other
hand, this pattern almost disappeared when using r = 154.

SQ6 Based on the currently selected network and resolution, freely
explore the system and try to find new patterns or anomalies. If
there are any, mention findings you consider relevant and tell us
which part of the visualization helped you find them.

Expected answer: No expected answer since the participants were
free to explore the system and find new patterns or anomalies.

Three questions for the High School network (SQ7-SQ9)
Given the High School network with resolution = 46, answer:

SQ7 Can you identify two distinct connected components containing
students from the same class at the same timestamp? If so, cite a
class and at which timestamp this behavior occurs.

Expected answer: Multiple cases highlight this pattern, such as
2BIO3 at any timestamp between 614 and 725, or 2BIO2 at any
timestamp between 586 and 725.

SQ8 Analyze the relationship of students from the class MP2 after
timestamp 810.

Expected answer: After timestamp 810, until the end of the net-
work, there exist only three students from class MP2 with connec-
tions.

SQ9 Based on the currently selected network and resolution, freely
explore the system and try to find new patterns or anomalies. If
there are any, mention findings you consider relevant and tell us
which part of the visualization helped you find them.

Expected answer: No expected answer since the participants were
free to explore the system and find new patterns or anomalies.



Questions to compare ZigzagNetVis with other techniques

• Have you tried to do analyses similar to those described in this
study? Options: Yes or no.

• (Optional if the previous answer is yes) What systems/techniques
do you commonly use? Do you prefer ZigzagNetVis or the other
systems/techniques you know? Why?

Likert-scale questions (LQ1–LQ10)
We used two 5-point Likert-scale questionnaires to assess the par-

ticipants’ preferences about ZigzagNetVis and the provided visual
components (LQ1 – LQ6) and specific tasks (LQ7 – LQ10). For each
question below, the participants should choose between (i) Strongly
disagree; (ii) Disagree; (iii) I don’t know; (iv) Agree; (v) Strongly
agree.

LQ1 The colored barcode is useful and helps when analyzing the
networks.

LQ2 The node-link diagrams are useful and help when analyzing the
networks.

LQ3 The interaction and coordination between the views are useful
and help when analyzing the networks.

LQ4 ZigzagNetVis is intuitive and easy to use.

LQ5 ZigzagNetVis is useful.

LQ6 ZigzagNetVis is fast (i.e., the provided interactions work in a
satisfactory time).

LQ7 It is easy to understand the temporal evolution of connected
components and particular classes, in terms of what happens
with groups that interact with one another over time, when using
ZigzagNetVis.

LQ8 It is easy to compare the network structure at different timestamps
when using ZigzagNetVis.

LQ9 It is easy to analyze the network structure at a node level when
using ZigzagNetVis.

LQ10 It is easy to analyze the network under different resolutions
when using ZigzagNetVis.

Questions to collect the participants’ feedback

• What are the most useful visual aids offered by the ZigzagNetVis
system? Why?

• What are the most useful visual aids offered by the ZigzagNetVis
system? Why?

• What other visual aids could be helpful if incorporated into the
ZigzagNetVis system?

• Do you have any final comments?

D.2 Interactive features - complete analysis
Since we recorded the participants’ screens, we validated the function-
alities mainly used for some questions. Note that since the questions
for the same network are sequential (e.g., SQ1-SQ3), in some cases,
the participant did not need to interact to find new patterns; the inter-
action from the previous question might have helped them to answer
the current one. We consider ten possible interactions categorized into
general, colored barcode, and node-link diagram (Tab. 2): users can
select connected components (III) or nodes with the same label (II) —
in this case by clicking on the color legend (I) or the colored barcode
(IV); users navigate throughout time by moving the timestamp markers
(V) or by typing the new value on a node-link diagram (VII); they

Table 2. Percentage of participants who used each of the ten possible
interactive features to answer five questions. Features used by more
than 50% of participants are highlighted in bold.

General Colored barcode Node-link diagrams
I II III IV V VI VII VIII IX X

SQ1 22.22 37.03 100 25.92 59.25 14.81 59.25 25.92 29.62 81.48
SQ2 25.92 29.62 40.74 22.22 22.22 25.92 85.18 18.51 25.92 40.74
SQ3 37.03 70.37 18.51 48.14 44.44 51.85 25.92 7.4 3.7 18.51
SQ6 7.4 55.55 22.22 44.44 66.66 33.33 3.7 14.81 7.4 37.03
SQ9 18.51 29.62 25.92 18.51 51.85 25.92 3.7 11.11 3.7 29.62
Avg 22.22 44.44 41.48 31.85 48.15 30.37 35.55 15.55 14.07 41.48

can pan and zoom in/out on the colored barcode (VI) and diagrams
(X); and they can expand the diagrams (VIII) and use the informative
tooltip (IX). Tab. 2 presents the percentage of participants who used
these interactive features for questions SQ1-SQ3, SQ6, and SQ9. We
chose these questions (the first three of the primary school and the two
exploratory ones) as we believe they are sufficient to understand the
users’ behaviors on defined and exploratory tasks.

Participants interacted with the system differently. For instance,
in the already mentioned SQ1, all participants made selections us-
ing connected components (justified by the question description) and
zoomed in the node-link diagram to understand the relationship be-
tween classes. Since they were asked to select “around timestamp
50”, some participants chose to move the timestamp markers, others
typed the timestamp value on the node-link diagram, and others did
both (Tab. 2(SQ1, V and VII)). For the exploratory questions, mov-
ing the timestamp markers was the best option for most participants
(Tab. 2(SQ6 and SQ9, V)). Overall, they interacted more often with
the colored barcode than with the diagrams. On average, the feature
mainly used in the node-link diagrams was zoom (41.48%), which is
justified by the small size of nodes and edges initially applied. Not
least, the similar rate of usage involving selection by label (44.44%)
and by component (41.48%) indicates that both were appreciated.
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